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Abstract. In 2001, H. Koch and D. Tataru proved the existence of
global in time solutions to the incompressible Navier-Stokes equations in
R

d for initial data small enough in BMO
−1. We show in this article that

the Koch and Tataru solution has higher regularity. As a consequence,
we get a decay estimate in time for any space derivative, and space
analyticity of the solution. Also as an application of our regularity
theorem, we prove a regularity result for self-similar solutions.

1. Introduction

In this paper we study regularity, decay and analyticity of solutions to the
Navier-Stokes equations for the incompressible fluid in R

d, which are given
by

∂u

∂t
+ (u · ∇)u+ ∇p = ∆u+ f, (1.1)

∇ · u = 0, (1.2)

and the initial condition

u(x, 0) = u0(x), (1.3)

for the unknown velocity vector field u = u(x, t) ∈ R
d and the pressure

p = p(x, t) ∈ R, where x ∈ R
d and t ∈ [0,∞). In the rest of this note we

shall take f(x, t) = 0.

Existence of global in time solutions to (1.1)-(1.3) when the space dimension
d = 3, their uniqueness and regularity are long standing open problems of
fluid dynamics. An approach in studying solutions to the Navier-Stokes
equations is to construct solutions to the corresponding integral equation
via a fixed point theorem, so called “mild” solutions. In the context of the
Navier-Stokes equation this approach was pioneered by Kato and Fujita, see
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for example, [15]. However the existence of mild solutions to the Navier-
Stokes equations (1.1) - (1.3) in R

d for d ≥ 3 has been established only
locally in time and globally for small initial data in various functional spaces.
Before we address the types of initial data for which the existence of solutions
has been established, we recall the scaling invariance of the equations. If
the pair (u(x, t), p(x, t)) solves the Navier-Stokes equations (1.1) in R

d then
(uλ(x, t), pλ(x, t)) with

uλ(x, t) = λu(λx, λ2t),

pλ(x, t) = λ2p(λx, λ2t)

is a solution to the system (1.1) for the initial data

u0 λ = λu0(λx) . (1.4)

The spaces which are invariant under such a scaling are called critical spaces
for the Navier-Stokes equations. Examples of critical spaces for the Navier-
Stokes in R

d are:

Ḣ
d
2
−1 ↪→ Ld ↪→ Ḃ

−1+ d
p

p|p<∞,∞ ↪→ BMO−1. (1.5)

The study of the Navier-Stokes equations in critical spaces was initiated by
Kato [16] and continued by many authors, see, for example, [10], [30], [2],
[24]. In 2001 Koch and Tataru [17] proved the existence of global solutions
to (1.1) - (1.3) in R

d corresponding to initial data small enough in BMO−1.
The space BMO−1 has a special role since it is the largest critical space
among the spaces listed in (1.5) where such existence results are available.

Motivated by the result of Koch and Tataru [17] we analyze regularity prop-
erties of the solution constructed by Koch and Tataru. More precisely, we
show that under certain smallness condition of the initial data in BMO−1,
the solution u to the Navier-Stokes equations (1.1) - (1.3) constructed in
[17] satisfies the following regularity property:

t
k
2∇ku ∈ X0, for all k ∈ N ∪ {0} , (1.6)

where X0 denotes the space where the solution constructed by Koch and
Tataru belongs (for a precise definition of X0, see Section 2). In order to
identify such a smoothing effect on solutions to the Navier-Stokes equations,
we modify the argument [17] in an appropriate way. The main tools in
establishing the estimates sufficient to carry out the fixed point algorithm
are properties of the Oseen kernel, modified maximal regularity estimates of
the heat kernel, and a TT ∗ argument. As a corollary we also prove that the
solution to the Navier-Stokes equations constructed via such a fixed point
algorithm exhibits the decay in time of space derivatives of the type

‖∇ku‖BMO−1 ≤ C

tk/2
, for k ≥ 1,

for any t ≥ 0.
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Similar smoothing effects of solutions to the Navier-Stokes equations in the
Lebesgue space Ld were analyzed by Giga and Sawada [11] and Dong and

Du [5], and in the homogeneous Sobolev space Ḣd/2−1 by Sawada [26]. As
in the case of this paper, the authors in [11], [5] and [26] modified the
corresponding existence results in order to identify more regular behavior
of solutions to the Navier-Stokes equations and obtain consequently decay
estimates.

We note that long time behavior of solutions to the Navier-Stokes equations
has been studied by applying a different approach too, based on splitting the
initial data in a certain critical space into a part that belongs to L2 and a
part that is small in the corresponding critical space. We refer the reader, for
example, to [8] and [1], where the advantage of working with weak solutions
have been extensively used, without identifying regularity estimates. On
the other hand, in order to study long time behavior, M. Schonbeck and
her collaborators have successfully combined regularity estimates and decay
estimates of solutions to the Navier-Stokes equations based on L2 theory,
see, for example, [27].

Often one obtains spatial analyticity of solutions to the Navier-Stokes equa-
tions as a consequence of the fixed point scheme used to establish existence
and regularity of solutions to the Navier-Stokes equations. Here by spatial
analyticity of solutions we mean convergence of the spatial Taylor series
associated with the solution. Analysis of spatial analyticity of the Navier-
Stokes equations was initiated by Masuda [21], and Kahane [14] while time
analyticity was discussed by Foias and Temam [7]. The study of analyticity
of the Navier-Stokes equations was then continued by many authors. For
example, Le Jan and Sznitman [18] considered solutions in a certain Besov
space based on pseudomeasures, Grujić and Kukavica [13], Lemarié-Rieusset
[19], Giga and Sawada [11] studied spatial analyticity of the solutions to the
Navier-Stokes equations in the critical Lebesgue space Ld, while Foias and
Temam [7] and Sawada [26] considered spatial analyticity for solutions in
Sobolev spaces.

With just a little bit of extra work, as a side-product of our main theorem
we can obtain the spatial analyticity of the solution to the Navier-Stokes
equations.

Finally, we apply our main regularity result for the Koch and Tataru solu-
tions to (forward) self-similar solutions. We shall come back to this question
in section 2.3, but let us mention quickly what we obtain. Self-similar solu-
tions are given by non-linear profiles, and we get new regularity and decay
estimates for these profiles.
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To summarize in this paper we present regularity, decay and analyticity
estimates for solutions to the Navier-Stokes equations evolving from small
initial data in BMO−1. We do that by modifying the proof of existence of
such solutions [17] and without relying on L2 theory. Also we present an
application of our regularity result to self-similar solutions.

After the completion of the present article, we learned about the recent paper
of Miura and Sawada [22] on the regularity of Koch and Tataru solutions
to the Navier-Stokes equations. However we emphasize the difference in the
regularity result obtained in [22] with respect to the regularity result that
we obtain in this paper. More precisely, in [22] Miura and Sawada prove
that the global Koch-Tataru solution to the system (1.1) - (1.3) evolving
from small initial data in BMO−1 (or a local in time solution in VMO−1)
satisfies the following regularity property:

t
k
2∇ku ∈ N0

∞, for all k ∈ N ∪ {0} . (1.7)

We remark that the spaces X0 appearing in (1.6) and N 0
∞ are related via

‖u‖X0 = ‖u‖N0∞ + ‖u‖N0
C
,

(see Section 2 for the precise definition of spaces). Thus our regularity
result can be understood as an extension of the result of Miura and Sawada.
Indeed, a major part of our paper concentrates on obtaining the regularity
result for the Carleson part of the norm1 given by N 0

C . We remark that
both papers give the analyticity result, obtained by slightly different means.
Although we use the same pointwise bound on the heat kernel as Miura
and Sawada, we do not use the Gronwall type inequality which has been
obtained in earlier works [9] and [11] (see also Lemma 2.7 in [22] ).

Organization of the paper. In Section 2 we introduce the notation that
we shall use throughout the paper and state our results. In Section 3 we
formulate three results in harmonic analysis that we shall use in the proof of
our main regularity theorem. Section 4 offers a proof of the main regularity
result: Theorem 2.2, as well as some consequences. In Section 5 we show the
spatial analyticity result: Theorem 2.4. In Section 6 we prove a regularity
result for self-similar solutions.

Acknowledgments. We would like to express our thanks to Vladimir Šverák
for suggesting the problem, and to Hongjie Dong, Isabelle Gallagher, Patrick
Gerard and Dong Li for interesting and useful discussions during the writing
of this paper.

1We use this to obtain a regularity result for self-similar solutions too.



NAVIER-STOKES IN BMO−1 5

2. Preliminaries and the statement of the result

2.1. Notations and definition of the functional spaces. Throughout
the paper we use A . B to denote an estimate of the form A ≤ CB for
some absolute constant C. If A . B and B . A we write A ∼ B.

First we recall the definition of the space BMO−1 as presented in the paper
of Koch and Tataru [17]:

‖f(·)‖BMO−1 = sup
x0,R

(
1

|B(x0,
√
R)|

∫ R

0

∫

B(x0 ,
√

R)
|et∆f(y)|2 dy dt

) 1
2

.
(2.1)

In [17] Koch and Tataru proved the following existence theorem for the
solutions to the Navier-Stokes equations:

Theorem 2.1. The Navier-Stokes equations (1.1) - (1.3) with f = 0 have
a unique global solution in X0

‖u(·, ·)‖X0 = sup
t
t

1
2 ‖u(·, t)‖L∞

+ sup
x0,R

(
1

|B(x0,
√
R)|

∫ R

0

∫

B(x0,
√

R)
|u(y, t)|2 dy dt

) 1
2

,

for all initial data u0 with ∇ · u0 = 0 which are small in BMO−1.

We shall call such a solution the Koch-Tataru solution to the Navier-Stokes
equations. It was pointed out by Auscher et al [1] that the Koch-Tataru
solution actually verifies

u ∈ L∞([0,∞);BMO−1) . (2.2)

Inspired by studying smoothing properties of the Koch-Tataru solutions of
the Navier-Stokes equations, for a nonnegative integer k we introduce the
space Xk which is equipped with the following norm:

‖u‖Xk = ‖u‖Nk∞
+ ‖u‖Nk

C
,

where

‖u‖Nk∞
= sup

α1+···+αd=k
sup

t
t

k+1

2 ‖∂α1
x1
. . . ∂αd

xd
u(·, t)‖L∞ ,

‖u‖Nk
C

=

sup
α1+···+αd=k

sup
x0,R

(
1

|B(x0,
√
R)|

∫ R

0

∫

B(x0,
√

R)
|t k

2 ∂α1
x1
. . . ∂αd

xd
u(y, t)|2 dy dt

) 1
2

.
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Remark In the following, we will denote ∇ku = ∂α1
x1
. . . ∂αd

xd
u with (α1, α2, ..., αd) ∈

N
d
0 and k = α1 + ... + αd. More generally, if ‖ · ‖ is a norm, we will always

write ‖∇kf‖ instead of sup
α1+···+αd=k

‖∂α1
x1
. . . ∂αd

xd
f‖.

Hence

u ∈ Xk if and only if t
k
2∇ku ∈ X0. (2.3)

2.2. Formulation of the results. Now we are ready to formulate the main
result of this note:

Theorem 2.2. There exists ε = ε(d) such that if ‖u0‖BMO−1 < ε, the Koch-
Tataru solution u associated to the initial value problem (1.1) - (1.3) with
f = 0 verifies

t
k
2∇ku ∈ X0

for any k ≥ 0.

Theorem 2.2 implies the following decay in time of the space derivatives:

Corollary 2.3. If ‖u0‖BMO−1 < ε(d), the Koch-Tataru solution u satisfies

‖∇ku‖BMO−1 ≤ C

tk/2
, (2.4)

for any t ≥ 0 and any k ≥ 0.

Remarks

• The case k = 0 in Corollary 2.3 corresponds to the result (2.2)
obtained by Auscher, Dubois and Tchamitchian in [1].

• Auscher, Dubois and Tchamitchian proved in [1] that any global so-
lution with an initial condition2 in the closure of the Schwartz class
in BMO−1 goes to 0 in the BMO−1 norm as t goes to infinity. Com-
bined with Corollary 2.3, this yields that any such solution satisfies
the bounds (2.4) for t large. Furthermore, the arguments given in the
present article can easily be adapted to handle the case of solutions
defined on a finite time interval.

As a consequence, we get that the bounds (2.4) are verified for
any t as soon as we have a global solution with an initial condition
in the closure of the Schwartz class in BMO−1.

Also the proof of Theorem 2.2 implies the following result:

Theorem 2.4. If ‖u0‖BMO−1 < ε(d), then the Koch-Tataru global solution
u is space analytic.

2not necessarily small in BMO
−1
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2.3. Application to self-similar solutions. We recall that a solution to
the Navier-Stokes equations (1.1) - (1.2) with f = 0 is called self-similar if
it can be written as

u(x, t) = λ(t) U (λ(t)x) , p(x, t) = λ2(t) P (λ(t)x) , (2.5)

where U(x) is a divergence-free vector field and P (x) is a scalar field. In
particular we distinguish two types of self-similar solutions:

(1) A backward self-similar solution of (1.1) - (1.2) is a solution of the
type (2.5) with λ(t) = 1√

2a(T−t)
, a > 0, T > 0 and t < T . In this

case the pair (U,P ) is a solution to the system:

− ∆U + aU + a(x · ∇)U + (U · ∇)U + ∇P = 0

∇ · U = 0.

(2) A forward self-similar solution of (1.1)- (1.2) is a solution of the type
(2.5) with λ(t) = 1√

2a(T+t)
, a > 0, T > 0 and t > −T . In this case

the pair (U,P ) is a solution to the system:

− ∆U − aU − a(x · ∇)U + (U · ∇)U + ∇P = 0 (2.6)

∇ · U = 0.

It has been established that backward self-similar solutions sufficiently de-
caying at infinity do not exist, see, the work of Nečas, Ružička and Šverák
[23] and the work of Tsai [31].

Various forward self-similar solutions were constructed provided the data is
small in some critical space, see, for example, works of Giga and Miyakawa
[10], Cannone, Meyer and Planchon [4] and Cannone and Planchon [3].
Whenever non-trivial forward self-similar solutions exist, their initial data
u(x, 0) is a homogeneous function of degree −1. Hence it is natural to an-
alyze self-similar solutions in critical spaces containing homogeneous func-
tions of degree −1.

Now let us suppose that u0 is self similar, i.e.

u0(x) = λu0(λx) for any λ > 0 . (2.7)

Then if some uniqueness property is verified u itself will be self-similar, in
the sense that

u(x, t) = λu(λx, λ2t) for any λ > 0 . (2.8)

At least formally, this gives the existence of a profile ψ such that

u(x, t) =
1√
t
ψ

(
x√
t

)



8 P. GERMAIN, N. PAVLOVIĆ, AND G. STAFFILANI

which satisfies the elliptic equation (2.6) with a = 1/2 and T = 0 i.e.

−∆ψ − 1

2
ψ − 1

2
(y · ∇)ψ + (ψ · ∇)ψ + ∇P = 0

for some scalar function P .

Recently, Grujić [12] proved regularity of a self-similar solution in L∞
t L

3
x

associated to small data in the Lebesgue space L3
x. With the help of Theorem

2.2, we are able to generalize this result to small data in BMO−1. More
precisely, we prove:

Theorem 2.5. There exists ε, δ > 0 such that: if u0 is self similar (equa-
tion (2.7) is verified) with a norm in BMO−1 smaller than ε, then there
exists a unique solution u to the Navier-Stokes equations (1.1) - (1.2) with
a norm in X0 smaller than δ. This solution is given by a profile ψ:

u(x, t) =
1√
t
ψ

(
x√
t

)
.

Also for any nonnegative integer k we have

∇kψ ∈ L∞ and

∫

Rd

1

|y|d
∣∣∣∇kψ(y)

∣∣∣
2
dy <∞ . (2.9)

The first part of (2.9) implies that ψ ∈ C∞; the second part gives in partic-
ular that all derivatives of ψ vanish at 0, and an indication on their decay
at infinity.

This theorem is proved in section 6.

3. Three results of harmonic analysis

3.1. A Carleson-type estimate. We shall present a modification of the
result given in Lemarié’s book [20] Lemma 16.2, page 163. The result of
Lemma 16.2 from [20] was originally proved by Koch and Tataru [17]. A
modified version will be used in Section 4 in order to obtain a certain bound
on the nonlinear term.

Lemma 3.1. For N(x, t) defined on R
d × (0, 1), let A(N) be the quantity

A(N) = sup
x0∈Rd

sup
0<t<1

t−
d
2

∫ t

0

∫

|x−x0|<
√

t
|N(x, s)| dx ds.

Then there exists a constant b(k) such that the following inequality holds for

βk(x, t) = t
k
2 (−∆)

k+1

2 et∆
∫ t
0 N(x, s) ds:

∫ 1

0

∫

Rd

|βk(x, t)|2 dx dt ≤ b(k)A(N)

∫ 1

0

∫

Rd

|N(x, s)| dx ds.
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Proof

∫ 1

0

∫

Rd

|βk(x, t)|2 dx dt

=

∫ 1

0
〈
∫ t

0
t

k
2 (−∆)

k+1

2 et∆N(· , s)ds,
∫ t

0
t

k
2 (−∆)

k+1

2 et∆N(· , σ)dσ〉L2(dx) dt

= 2Re

∫ ∫ ∫

0<σ<s<t<1
〈N(· , s), tk(−∆)k+1e2t∆N(· , σ)〉L2(dx) dσ ds dt

= 2Re

∫ ∫

0<σ<s<1
〈N(· , s),

(∫ 1

s
tk(−∆)k+1e2t∆ dt

)
N(· , σ)〉L2(dx) dσ ds

= 2Re

∫ 1

0
〈N(· , s),

∫ s

0
(Lk(1) − Lk(s))N(· , σ) dσ〉L2(dx) ds, (3.1)

where Lk is given via the following integral

∫
tk(−∆)k+1e2t∆ dt = Lk(t) + C,

which after performing a sequence of integration by parts gives the following
operator

Lk(t) =

k∑

m=0

bm(k)tm(−∆)me2t∆, (3.2)

with the constant bm(k) depending on both m and k; however such a de-
pendence will not be crucial for the argument, so it is not specified here.

Let

γk = sup
0<s≤1

‖
∫ s

0
Lk(s)N(· , σ) dσ‖L∞

dx
.

Then (3.1) implies that

∫ 1

0

∫

Rd

|βk(x, t)|2 dx dt . γk

∫ 1

0

∫

Rd

|N(x, s)| dx ds. (3.3)

In order to conclude the proof we shall obtain an upper bound on γk. We
follow the approach of Koch and Tataru [17] as presented in Lemarie’s book
[20]. More precisely, let us write the kernel of the operator Lk as 1

sd/2Wk(
x√
s
)
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with a positive Wk ∈ S. Then we have:
∣∣∣∣
∫ s

0
Lk(s)N(· , σ) dσ

∣∣∣∣

≤ b(k)

∫ s

0

∫

Rd

1

sd/2
Wk(

x− y√
s

)|N(y, σ)| dy dσ

=
∑

q∈Zd

∫ s

0

∫

x−√
s(q+[0,1]d)

1

sd/2
Wk(

x− y√
s

)|N(y, σ)| dy dσ

≤
∑

q∈Zd

sup
z∈q+[0,1]d

Wk(z)
1

sd/2

∫ s

0

∫

x−√
s(q+[0,1]d)

|N(y, σ)| dy dσ,

which implies that

γk . b(k)A(N). (3.4)

Now we combine (3.3) and (3.4) to conclude that
∫ 1

0

∫

Rd

|βk(x, t)|2 dx dt . b(k)A(N)

∫ 1

0

∫

Rd

|N(x, s)| dx ds,

and the lemma is proved.

3.2. Generalized maximal regularity of the heat kernel. We will need
in the following section a generalization of the maximal regularity of the heat
kernel.

Proposition 3.2. If r is a natural number, the operators

Pr : f 7→
∫ t

0
e(t−s)∆(t− s)r∆r+1f(s) ds

and

Qr : f 7→
∫ t

0
e(t−s)∆(t− s)r(

√
t−

√
s)∆r+1

√
−∆f(s) ds

are bounded on L2([0, T ], L2(Rd)) for any T ∈ [0,∞] with constants respec-
tively p(r) and q(r).

Remark The classical maximal regularity of the heat kernel corresponds to
the boundedness of P0 on Lp([0, T ], Lq(Rd)).

Proof We prove the theorem for T = ∞ ; the result for any other T is then
an easy consequence. We also omit to write the dependence of the constants
on r.

Let us begin with the boundedness of Pr, which can be dealt with simply by
using the Fourier transform. Indeed, taking the Fourier transform in space
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Fx, Pr becomes

FxPrf =

∫ t

0
e−(t−s)|ξ|2(t− s)r|ξ|2r+2Fxf(s) ds .

If we assume that f is zero for t < 0, the above expression is nothing but

the convolution of Fxf by χ(t)e−t|ξ|2tr|ξ|2r+2, where χ is the characteristic
function of (0,∞). Denoting by Ft the time Fourier transform, we see

that Pr is a space-time Fourier multiplier of symbol Ft

[
χ(t)e−t|ξ|2tr|ξ|2r+2

]
.

Therefore, Pr will be bounded on L2 if and only if

Ft

[
χ(t)e−t|ξ|2tr|ξ|2r+2

]

is bounded. Removing the dilation by |ξ|2 in the above expression, we see
that it suffices to show that

Ft

[
χ(t)e−ttr

]

is a bounded function. But this is the case since χ(t)e−ttr belongs to L1.
This proves the boundedness of Pr on L2.

The case ofQr is more delicate because, due to the (
√
t−√

s) factor, Qr is not
a convolution operator, and therefore we cannot use the Fourier transform
as easily as above.

Using the space Fourier transform, Qrf can be expressed as

FxQrf(t) =

∫ t

0
(t− s)r(

√
t−

√
s)e(s−t)|ξ|2 |ξ|2r+3Fxf(s, ξ) ds

def
=

∫ t

0
α(ξ, s, t)Fxf(s, ξ) ds

To conclude, we use the following lemma

Lemma 3.3. The operator

A : g 7→
∫ ∞

0
α(1, s, t)g(s)ds

is bounded on L2(R).

Before proving this lemma, let us show how it will enable us to complete
the proof of Proposition 3.2. By homogeneity, Lemma 3.3 shows that the
operator

Aξ :L2(R) −→ L2(R)

g 7→
∫ ∞

0
α(ξ, s, t)g(s)ds
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is bounded with a bound independent of ξ. So we get

‖Qrf‖L2(R+,L2(Rd)) = C‖FxQrf‖L2(R+,L2(Rd))

= C‖‖AξFxf(s, ξ)‖L2(R+)‖L2(Rd)

≤ C‖‖Fxf(s, ξ)‖L2(R+)‖L2(Rd)

= C‖f‖L2(R+,L2(Rd)) ,

which proves the proposition.

Proof of Lemma 3.3 We want to prove that the operator

A : f 7→
∫ t

0
α(s, t)f(s) ds

with

α(s, t) = (t− s)r(
√
t−

√
s)e(s−t)

is bounded on L2(R+). The kernel α is non-negative, and, due to the in-
equality

√
t−√

s ≤
√
t− s for 0 < s < t, we have the majorization

α(s, t) ≤ (t− s)r
√
t− se(s−t) .

Using the Fourier transform in time, it is easy to see that this last kernel
defines a bounded operator on L2(R+). This implies that A is also a bounded
operator on L2(R+).

3.3. The Oseen kernel. In the proof of the main theorem we will use the
following proposition about the Oseen kernel whose proof can be found in
[20], Proposition 11.1.

Proposition 3.4. The integral kernel of the operator ∇k+1
Pet∆ (where

P represents the Leray projection onto the divergence-free vector fields) is
bounded pointwise by

K(k)
(√

t+ |x|
)d+k+1

.

Although the above proposition is enough in order to obtain the regularity
result stated in Theorem 2.2, we recall the proposition given by Miura and
Sawada [22] which expresses a slightly different pointwise bound on the
derivatve of the heat kernel (note the difference in the decay).

Proposition 3.5. The integral kernel of the operator ∇k+1
Pet∆ (where

P represents the Leray projection onto the divergence-free vector fields) is
bounded pointwise by

Ckkk/2

tk/2
(√

t
k + |x|

)d+1
.
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Also let us recall here the following boundedness property of the heat kernel
(see, for example, [15]):

‖∇et∆u‖L∞ ≤ C√
t
‖u‖L∞ . (3.5)

4. Proof of the main theorem

In [17] Koch and Tataru proved that if the initial data u(x, 0) are divergence-
free and sufficiently small in BMO−1, then there exists a solution u(x, t) ∈
X0 to the integral Navier-Stokes equations

u(x, t) = et∆u(x, 0) −B(u, u)(x, t), (4.1)

where

B(u, v)(x, t) =

∫ t

0
e(t−s)∆

P∇ · (u(x, s) × v(x, s)) ds, (4.2)

where u× v denotes the tensor product of u and v.

Let us fix a positive integer k. We shall prove that u(x, t) given by (4.1) is
in Xk if the data is small enough.

4.1. Linear term.

Proposition 4.1. For any k ≥ 0, there exists a constant C(k) such that

‖et∆u0‖Xk ≤ C(k)‖u0‖BMO−1 .

Proof Let us begin with the L∞ part of the norm. We would like to show
that

‖et∆∇ku0‖∞ ≤ C(k)‖u0‖BMO−1t−
k+1

2 . (4.3)

This is a consequence of the three following facts, whose proofs can be found
in the book of Lemarié [20] (the same reference also provides a definition of

the Besov spaces Ḃ−l
∞,∞).

• The estimate ‖et∆f‖∞ ≤ C(k)t−
k+1

2 holds if and only if f ∈ Ḃ−k−1
∞,∞ .

• The space BMO−1 embeds continuously into Ḃ−1
∞,∞.

• The operator ∇ is bounded from Ḃ−l
∞,∞ to Ḃ−l−1

∞,∞ , for any l ≥ 0.

Let us now turn to the Carleson part of the norm. We would like to prove
that

sup
x0,R

1

|B(x0,
√
R)|

∫ R

0

∫

B(x0,
√

R)
|t k

2∇ket∆u0(y)|2 dy dt ≤ C(k)‖u0‖2
BMO−1 .
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Since u0 ∈ BMO−1, it can be written as a finite sum of derivatives of
functions in BMO, u0 =

∑
i ∂xifi, with

∑ ‖fi‖BMO ∼ C‖u0‖BMO−1 . We
assume for simplicity that u0 = ∂x1

f . The above inequality becomes

sup
x0,R

1

|B(x0,
√
R)|

∫ R

0

∫

B(x0 ,
√

R)
|t k

2∇ket∆∂x1
f(y)|2 dy dt ≤ ‖f‖2

BMO .

Let us now denote by ψk the inverse Fourier transform of (iξ)kiξ1e
−|ξ|2 , and

ψk
t (·) =

1

td/2
ψk

( ·√
t

)
. Performing additionnally the change of variables

s =
√
t, the above inequality can be rewritten as

sup
x0,R

1

|B(x0,
√
R)|

∫ √
R

0

∫

B(x0,
√

R)
|ψk

s ∗ f |2 dy ds
s

≤ C(k)‖f‖2
BMO .

This last inequality holds true: this is one of the possible definitions of
BMO, see Stein [28], Chapter 4.

4.2. Nonlinear term: the main estimate. In order to simplify the no-

tation let us for k ≥ 0 denote by X̃k the space

X̃k = ∩k
l=0X

l.

equipped with the norm
∑k

l=0 ‖ · ‖Xl .

We shall prove that the bilinear operator maps:

B : X̃k × X̃k → X̃k . (4.4)

More precisely, we have the following proposition

Proposition 4.2. For any k ≥ 1,

‖B(u, v)‖Xk ≤ C0(k) ‖u‖X0‖v‖X0

+ C1 ‖u‖X0‖v‖Xk + C1 ‖v‖X0‖u‖Xk

+ C(k) ‖u‖ eXk−1‖v‖ eXk−1 ,

(4.5)

where the constant C1 does not depend on k.

In the case when k = 0 the following estimate has been proved by Koch and
Tataru in [17].

‖B(u, v)‖X0 ≤ C‖u‖X0‖v‖X0 . (4.6)

Subsections 4.3 and 4.4 are devoted to the proof of Proposition 4.2. In
particular, details of the proof of (4.5) are given. By using the convention
that ‖u‖ eX−1 = ‖v‖ eX−1 = 0 in the proof of (4.5), a proof of (4.6) follows too.
Thus in Subsections 4.3 and 4.4 we do not distinguish the case k = 0.
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4.3. Nonlinear term : the N k
∞ norm. Here, we shall prove that

‖B(u, v)‖Nk∞
≤ c0(k) ‖u‖X0‖v‖X0

+ c1 ‖u‖X0‖v‖Xk + c1 ‖v‖X0‖u‖Xk

+ c(k)

k−1∑

l=1

‖u‖N l∞
‖v‖Nk−l

∞
,

(4.7)

where the constant c1 does not depend on k.

If 0 < s < t(1 − 1
m) (with m = m(k) to be determined later) we use the

estimate on the Oseen kernel Proposition 3.5 to obtain
∫ t(1− 1

m
)

0
|∇ke(t−s)∆

P∇ · (u(x, s) × v(x, s))| ds

≤ Ckk
k
2

∫ t(1− 1

m
)

0

∫

Rd

1

(t− s)k/2
(√

t−s
k + |x− y|

)d+1
|u(y, s)||v(y, s)| dy ds

. Ckk
k
2

(m
t

)(d+k+1)/2
∫ t(1− 1

m
)

0

∫

Rd

1
(

1√
k

+ |x−y|√
t−s

)d+1
|u(y, s)||v(y, s)| dy ds

. Ckk
k
2

(m
t

)(d+k+1)/2
∫ t(1− 1

m
)

0

∑

q∈Zd

∫
x−y∈

√
t(q+[0,1]d) |u(y, s)||v(y, s)| dy
(

1√
k

+ |q|
)d+1

ds,

which after applying the Cauchy-Schwartz inequality and using
∑

q∈Zd

1
(

1√
k

+ |q|
)d+1

∼
√
k

implies
∫ t(1− 1

m
)

0
|e(t−s)∆

P∇k+1 · (u(x, s) × v(x, s))| ds ≤ t−
k+1

2 c0(k) ‖u‖X0‖v‖X0 ,
(4.8)

with

c0(k) = Ck k
k+1

2 m
d+k+1

2 . (4.9)

If t(1 − 1
m ) ≤ s < t we use (3.5) to obtain

|∇ke(t−s)∆
P∇ · (u(x, s) × v(x, s))|

.
1

(t− s)1/2

k∑

l=0

(
k

l

)
‖∇lu(·, s)‖L∞‖∇k−lv(·, s)‖L∞

.
1

(t− s)1/2

k∑

l=0

1

s
l+1

2
+ k−l+1

2

(
k

l

)
‖u‖N l∞

‖v‖Nk−l
∞

.
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Therefore

|
∫ t

t(1− 1
m

)
∇e(t−s)∆

P∇k+1 · (u(x, s) × v(x, s)) ds|

.

∫ t

t(1− 1

m
)

1

(t− s)1/2

1

s
k+2

2

ds

k∑

l=0

(
k

l

)
‖u‖N l∞

‖v‖Nk−l
∞

. I(k,m, t)

(
‖u‖N0∞‖v‖Nk∞

+ ‖v‖N0∞‖u‖Nk∞
+

k−1∑

l=1

(
k

l

)
‖u‖N l∞

‖v‖Nk−l
∞

)
,

(4.10)

where

I(k,m, t) =

∫ t

t(1− 1
m

)

1

(t− s)1/2

1

s
k+2

2

ds.

After performing a change of variable s = zt, the integral I(k,m, t) can be
bounded from above as follows

I(k,m, t) = t−
k+1

2

∫ 1

1− 1
m

1

(1 − z)1/2

1

z
k+2

2

dz

≤ t−
k+1

2 (1 − 1

m
)−

k+2

2

∫ 1

1− 1
m

(1 − z)−1/2dz

= 2 t−
k+1

2 g(m) , (4.11)

with

g(m) = (1 − 1

m
)−

k+2

2
1√
m
.

Now let3

m = m(k) = k
k−3

d+k+1 . (4.12)

One can verify that limk→∞ g (m(k)) = 0, which implies that there exists c
such that for any integer k

|g (m(k)) | ≤ c,

with a constant c independent of k. Therefore

I(k,m(k), t) ≤ ct−
k+1

2 , for all k ≥ 1. (4.13)

Now the claim (4.7) follows from (4.8), (4.10) and (4.13).

3Such a choice of m is motivated by the requirement k
k+1

2 m
d+k+1

2 = k
k−1, which in

turn implies that the constant c0(k) appearing in (4.9) is like C
k−2

k
k−1. This constant

will be relevant in Section 5, where we prove the analyticity of the solution.
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4.4. Non-linear term: the N k
C norm.

4.4.1. Splitting of B. Now we shall prove that

‖B(u, v)‖Nk
C
≤ d0(k) ‖u‖X0‖v‖X0

+ d1 ‖u‖X0‖v‖Xk + d1 ‖v‖X0‖u‖Xk

+ d(k)
k−1∑

l=1

‖u‖N l∞
‖v‖Nk−l

∞
,

(4.14)

where the constant d1 does not depend on k.

We split B(u, v)(x, t) as follows:

B(u, v)(x, t) = B1 +B2, (4.15)

with

B1 =

∫ t

0
e(t−s)∆

P∇ · ((1 − χ√
R,x0

)u(x, s) × v(x, s)) ds

B2 =

∫ t

0
e(t−s)∆

P∇ · (χ√
R,x0

u(x, s) × v(x, s)) ds,

where χ√
R,x0

= χ

(
x− x0√

R

)
for a smooth function χ supported in B(0, 15)

and equal to 1 on B(0, 10).

Also we further split B2 as

B2 = B1
2 +B2

2 ,

where

B1
2 =

1√
−∆

P∇ ·
∫ t

0
e(t−s)∆ ∆√

−∆
(Id− es∆)(χ√

R,x0
u(x, s) × v(x, s)) ds,

B2
2 =

1√
−∆

P∇ ·
√
−∆et∆

∫ t

0
(χ√

R,x0
u(x, s) × v(x, s)) ds.

4.4.2. Estimate for B1. To estimate B1 we use a similar approach to the
one that was applied to obtain the estimate (4.8). However now we use the
bound on the Oseen kernel expressed in Proposition 3.4. More precisely,
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since t < R we have

|t k
2∇kB1(x, t)|

. K(k)t
k
2

∫ t

0

∫

|y−x0|≥10
√

R

1

(
√
t− s+ |x− y|)d+k+1

|u(y, s)||v(y, s)| dy ds

. K(k)R
k
2

∫ R

0

∫

|y−x|≥10
√

R

1

R
d+k+1

2

(√
t−s√
R

+ |x−y|√
R

)d+k+1
|u(y, s)||v(y, s)| dy ds

. K(k)R
k
2

∫ R

0

∑

q∈Zd

∫
x−y∈

√
R(q+[0,1]d) |u(y, s)||v(y, s)| dy

R
d+k+1

2 |q|d+k+1
ds

. K(k)D(k)R
k
2
− d+k+1

2
+ d

2 ‖u‖X0‖v‖X0

= K(k)D(k)R− 1
2 ‖u‖X0‖v‖X0 ,

where D(k) denotes the constant coming from the summation in q and K(k)
denotes the kernel bound.

Hence

1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|t k

2∇kB1(u, v)(x, t)|2 dx dt . (K(k)D(k))2 ‖u‖2
X0‖v‖2

X0 .
(4.16)

4.4.3. Estimate for B1
2 . We would like to estimate the L2 norm on a para-

bolic cylinder of

tk/2∇kB1
2 = tk/2∇k P∇√

−∆
·
∫ t

0
e(t−s)∆∆

Id− es∆√
−∆

(χ√
R,x0

u(s) × v(s)) ds .

The cases k odd and k even are slightly different ; we will treat here only
the case k odd, which is a little more difficult. We write k = 2K + 1 and
decompose tk/2 as

tk/2 = (t− s+ s)K(
√
t−

√
s+

√
s)

=
K∑

l=0

(
K
l

)[
sl(t− s)K−l(

√
t−

√
s) + sl√s(t− s)K−l

]
,
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so that we are now dealing with

tk/2∇kB1
2 =

K∑

l=0

(
K
l

)
P∇√
−∆

∫ t

0
(t− s)K−l(

√
t−

√
s)∆∇2K−2l+1e(t−s)∆

Id− es∆√
−∆

sl∇2l(χ√
R,x0

u(s) × v(s)) ds

+

K∑

l=0

(
K
l

)
P∇√
−∆

∫ t

0
(t− s)K−l∆∇2K−2le(t−s)∆

Id− es∆√
−∆

sl√s∇2l+1(χ√
R,x0

u(s) × v(s)) ds

For sake of simplicity, let us drop the operator P∇√
−∆

, which is bounded on

L2, and will not play any role, and let us denote M(s) the tensor product
(χ√

R,x0
u(s) × v(s)). The above expression reduces to

tk/2∇kB1
2 =

K−1∑

l=0

(
K
l

)
QK−l

(
Id− es∆√

−∆
sl∇2lM(s)

)

+Q0

(
Id− es∆√

−∆
sK∇2KM(s)

)

+
K−1∑

l=0

(
K
l

)
PK−l

(
Id− es∆√

−∆
sl√s∇2l+1M(s)

)

+ P0

(
Id− es∆√

−∆
sK√

s∇2K+1M(s)

)
.

Here we shall concentrate on two types of terms:

(a) PK−l

(
Id−es∆√

−∆
sl√s∇2l+1M(s)

)
with l fixed and such that l < K.

(b) P0

(
Id−es∆√

−∆
sK√

s∇2K+1M(s)
)

The other terms are dealt with in a very similar way thanks to Proposition
3.2.

First, let us concentrate on a term of the form (a),

PK−l

(
Id− es∆√

−∆
sl√s∇2l+1M(s)

)
;

Our aim is to estimate the L2 norm of this term on a parabolic cylinder.
Using the boundedness of PK−l on L2((0, T ), L2(Rd)) for every T ∈ (0,∞]
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(Proposition 3.2), we have

1

R
d
2

∫ R

0

∫

B(x0,
√

R)

∣∣∣∣PK−l

(
Id− es∆√

−∆
sl√s∇2l+1M(s)

)∣∣∣∣
2

dx ds

≤ p(K − l)
1

R
d
2

∫ R

0

∫

Rd

∣∣∣∣
Id− es∆√

−∆
sl√s∇2l+1M(s)

∣∣∣∣
2

dx ds .

Since 1−e−s|ξ|2

|ξ| is bounded by C
√
s, the norm of (Id−es∆)√

−∆
as an operator on

L2 is bounded by C
√
s. Therefore the above term can be bounded by

p(K − l)
1

R
d
2

∫ R

0

∫

Rd

∣∣∣sl+1∇2l+1M(s)
∣∣∣
2
dx ds .

Observing that sl+1∇2l+1M(s) is a sum of terms of the type

s
m+1

2 ∇mu s
ρ
2∇ρv sl+1/2−m/2−ρ/2∇2l+1−m−ρχ√

R,x0
,

(4.17)

with m, ρ ≥ 0 and m+ ρ ≤ 2l + 1, we see that

p(K−l) 1

R
d
2

∫ R

0

∫

Rd

∣∣∣sl+1∇2lM(s)
∣∣∣
2
dx ds . p(K−l)

∑

m+ρ≤2l+1

‖u‖2
Nm∞

‖v‖2
Nρ

C
.

Now let us consider the term of the type (b),

P0

(
Id− es∆√

−∆
sK√

s∇2K+1M(s)

)
.

In a similar way to the argument above, we can use Proposition 3.2, to
obtain:

1

R
d
2

∫ R

0

∫

B(x0,
√

R)

∣∣∣∣P0

(
Id− es∆√

−∆
sK√

s∇2K+1M(s)

)∣∣∣∣
2

dx ds

≤ p(0)
1

R
d
2

∫ R

0

∫

B(x0,
√

R)

∣∣∣∣
Id− es∆√

−∆
sK√

s∇2K+1M(s)

∣∣∣∣
2

dx ds

≤ p(0)
1

R
d
2

∫ R

0

∫

B(x0,
√

R)

∣∣sK+1∇2K+1M(s)
∣∣2 dx ds

≤ p(0)
(
‖u‖N0∞‖v‖N2K+1

C
+ ‖v‖N0∞‖u‖N2K+1

C

)
+ r(K)‖u‖ eX2K ‖v‖ eX2K

We emphasize that in this case the constant p(0) does not depend on K.

Going back to the L2 norm of tk/2∇kB1
2 on a parabolic cylinder, and exam-

ining precisely the constants on the right-hand side, we see that the above
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inequalities yield

1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|t k

2∇kB1
2(u, v)(x, t)|2 dx dt

≤ p1‖u‖X0‖v‖ eXk + p1‖v‖X0‖v‖ eXk + p(k)‖u‖ eXk−1‖v‖ eXk−1 ,

where p1 does not depend on k; this is the desired bound.

4.4.4. Estimate for B2
2 . Now we shall prove the following estimate for B2

2

1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|t k

2∇kB2
2 |2 dx dt . b(k) ‖u‖2

X0‖v‖2
X0 .

(4.18)

We start by applying the boundedness of the Riesz transform on L2
tL

2
x to

obtain
∫ R

0

∫

B(x0,
√

R)
|t k

2∇kB2
2 |2 dx dt .

∫ R

0

∫

Rd

|t k
2 (−∆)

k+1

2 et∆
∫ t

0
M(x, s) ds|2 dx dt,

(4.19)

where M(x, s) denotes χ√
R,x0

u(x, s) × v(k, s).

We perform the following change of variables:

t = Rτ, s = Rθ, x =
√
R z

to obtain
∫ R

0

∫

Rd

|t k
2 (−∆)

k+1

2 et∆
∫ t

0
M(x, s) ds|2 dx dt

=

∫ 1

0

∫

Rd

|(Rτ) k
2 (− 1

R
∆z)

k+1

2 eτ∆z

∫ τ

0
M(

√
Rz,Rθ) Rdθ|2(

√
R)ddz Rdτ

= R2+d/2

∫ 1

0

∫

Rd

|τ k
2 (−∆)

k+1

2 eτ∆

∫ τ

0
N(z, θ)dθ|2dz dτ (4.20)

where

N(z, θ) = M(
√
Rz,Rθ).

In order to obtain an upper bound on the integral in (4.20) we apply the
Lemma 3.1. Hence
∫ 1

0

∫

Rd

|τ k
2 (−∆)

k+1

2 eτ∆

∫ τ

0
N(z, θ)dθ|2dz dτ . b(k)A(N)

∫ 1

0

∫

Rd

|N(z, τ)| dz dτ,
(4.21)

where

A(N) = sup
x0∈Rd

sup
0<τ<1

τ−
d
2

∫ τ

0

∫

|z−x0|<
√

τ
|N(z, θ)| dz dθ.
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By combining (4.19), (4.20) and (4.21) we have

1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|t k

2∇kB2
2 |2 dx dt . R2 b(k) A(N)

∫ 1

0

∫

Rd

|N(z, τ)| dz dτ.
(4.22)

We proceed by obtaining an upper bound on ‖N‖L1((0,1)×Rd). After we
perform the change of variables

√
Rz = x, Rτ = t

we have

‖N‖L1((0,1)×Rd)

=

∫ 1

0

∫

Rd

|M(
√
Rz,Rτ)| dz dτ

=
1

R1+ d
2

∫ R

0

∫

Rd

|M(x, t)| dx dt

=
1

R1+ d
2

∫ R

0

∫

Rd

χ√
R,x0

(x)|u(x, t)||v(x, t)| dx dt

≤ R−1(
1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|u|2 dx dt) 1

2 (
1

R
d
2

∫ R

0

∫

B(x0,
√

R)
|v|2 dx dt) 1

2

= R−1 ‖u‖X0‖v‖X0 . (4.23)

In order to obtain an upper bound on A(N) we perform the change of
variables √

Rz = x, Rθ = s

to obtain

A(N) = sup
x0∈Rd

sup
0<τ<1

τ−
d
2

∫ τ

0

∫

|z−x0|<
√

τ
|N(z, θ)| dz dθ

= sup
x0∈Rd

sup
0<τ<1

τ−
d
2

1

R1+ d
2

∫ Rτ

0

∫

| x√
R
−x0|<

√
τ
|N(

x√
R
,
s

R
)| dx ds

= sup
fx0∈Rd

sup
0<τ<1

τ−
d
2

1

R1+ d
2

∫ Rτ

0

∫

|x−fx0|<
√

Rτ
|M(x, s)| dx ds

= sup
fx0∈Rd

sup
0<τ<1

τ−
d
2

1

R1+ d
2

∫ Rτ

0

∫

|x−fx0|<
√

Rτ
χR,x0

(x)|u(x, s)||v(x, s)| dx ds

= sup
fx0∈Rd

sup
0<τ<1

1

R
(

1

(Rτ)
d
2

∫ Rτ

0

∫

B(fx0,
√

Rτ )
|u|2 dx dt) 1

2 (
1

(Rτ)
d
2

∫ Rτ

0

∫

B(fx0,
√

Rτ )
|v|2 dx dt) 1

2

= R−1 ‖u‖X0‖v‖X0 . (4.24)

Now we combine (4.22), (4.23) and (4.24) to obtain (4.18).
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4.5. Conclusion of the argument : proof of Theorem 2.2. Proposi-
tion 4.2 gives the following estimate for any k ≥ 1

‖B(u, v)‖Xk ≤ C0(k)‖u‖X0‖v‖X0

+ C1‖u‖X0‖v‖Xk + C1‖v‖X0‖u‖Xk

+ C(k)‖u‖ eXk−1‖v‖ eXk−1 ,

(4.25)

where the constant C1 does not depend on k. On the other hand, the Koch-
Tataru solution [17] satisfies the following estimate when k = 0:

‖B(u, v)‖X0 ≤ C‖u‖X0‖v‖X0 . (4.26)

Let us define the approximating sequence uj by

u−1 = 0

u0 = et∆u0

uj+1 = u0 +B(uj, uj).

(4.27)

The usual fixed point argument gives that the sequence {uj} converges in

X̃k provided that u0 is small enough in X̃k. But the particular form of the
estimates (4.25) gives more: in the following lemma, we prove convergence

of {uj} in X̃k for each k under the single condition that ‖u0‖BMO−1 is small
enough.

Lemma 4.3. Let u0 be small enough in BMO−1. Then for any k ≥ 0 there
exist constants Dk and Ek such that

‖uj‖ eXk ≤ Dk, (4.28)

and

‖uj+1 − uj‖ eXk ≤ Ek

(
2

3

)j

. (4.29)

In particular, for any k ≥ 0, uj converges in X̃k.

Proof We prove this lemma by induction. When k = 0 the claim follows
from the estimate (4.26) via a contraction principle. Also using the estimate
(4.25), the case k = 1 follows from a classical contraction argument. Fur-
thermore, by choosing u0 small enough in BMO−1, we can ensure that for
any j ≥ 0

‖uj‖X0 ≤ 1

4C1
, (4.30)

where C1 is the constant in (4.5).

First, let us prove (4.28). Assume that (4.28) is true for k−1. We shall prove
that (4.28) is true for k. Applying the estimate (4.25) to the equation (4.27),
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we get

‖uj‖Xk ≤ ‖u0‖Xk + ‖B(uj−1, uj−1‖Xk

≤ ‖u0‖Xk + 2C1‖uj−1‖X0‖uj−1‖Xk +Gk‖uj−1‖2
eXk−1

≤ ‖u0‖Xk +
1

2
‖uj−1‖Xk +GkD

2
k−1 (4.31)

≤ Dk +
1

2
‖uj−1‖ eXk , (4.32)

where to obtain (4.31) we used (4.30), the induction hypothesis, and the
notation Gk = C0(k)+C(k), while to obtain (4.32) we notice that thanks to
Proposition 4.1 there exists a constant Dk such that ‖u0‖Xk +GkD

2
k−1 ≤ Dk.

Hence

‖uj‖Xk ≤ Dk

j−1∑

l=0

(
1

2

)l

+
1

2j
‖u0‖Xk

≤ Dk

∞∑

l=0

(
1

2

)l

+ ‖u0‖Xk ,

which is the desired uniform bound (in j) on ‖uj‖Xk . Thus (4.28) is proved.

Now let us prove (4.29). Considering now the difference of uj+1 and uj, we
have, using the estimate (4.25)

‖uj+1 − uj‖Xk ≤ ‖B(uj − uj−1, uj)‖Xk + ‖B(uj−1, uj − uj−1)‖Xk

≤ C1‖uj − uj−1‖Xk

(
‖uj‖X0 + ‖uj−1‖X0

)
(4.33)

+ C1‖uj − uj−1‖X0

(
‖uj‖Xk + ‖uj−1‖Xk

)
(4.34)

+Gk‖uj − uj−1‖ eXk−1

(
‖uj‖ eXk−1 + ‖uj−1‖ eXk−1

)
,

(4.35)

where as above Gk = C0(k) +C(k). However thanks to (4.30) we have

(4.33) ≤ 1

2
‖uj − uj−1‖Xk ,

while by applying the induction hypothesis at the level 0 and (4.28) we
obtain

(4.34) ≤ C1E0

(
2

3

)j−1

2Dk = 3C1E0Dk

(
2

3

)j

.

On the other hand by the induction hypothesis and (4.28)

(4.35) ≤ GkEk−1

(
2

3

)j−1

2Dk−1 = 3GkEk−1Dk−1

(
2

3

)j

.

Now let us choose a constant Fk such that

3C1E0Dk + 3GkEk−1Dk−1 < Fk .
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Thus we obtain

‖uj+1 − uj‖Xk ≤ 1

2
‖uj − uj−1‖Xk + Fk

(
2

3

)j

≤ 1

2j
‖u1 − u0‖Xk + Fk

j−1∑

l=0

(
2

3

)j−l(1

2

)l

≤
(

2

3

)j

‖u1 − u0‖Xk + Fk

(
2

3

)j j∑

l=0

(
3

4

)l

≤ Ek

(
2

3

)j

,

which proves (4.29) at the rank k.

The lemma which has just been proved states that uj converges to u in X̃k,

and that the uj are bounded. In particular, the norm of u in X̃k is finite;
this proves Theorem 2.2.

4.6. Proof of Corollary 2.3. Let u be Koch-Tataru solution constructed
in Theorem 2.2. Then

‖∇βu‖L∞ .
1

t
β+1

2

for β ≥ 0,

which combined with the fact that L∞ ↪→ BMO gives

‖∇βu‖BMO .
1

t
β+1

2

for β ≥ 0.

Now let β = k − 1. The above estimate implies

‖∇ku‖BMO−1 .
1

t
k
2

for k ≥ 1,

and the claim of the colollary is proved for k ≥ 1.

The case k = 0 was obtained by Auscher, Dubois and Tchamitchian in [1].
For the sake of completeness, here we enclose the proof from [1]. Thanks to
(4.1), Proposition 4.1 and the fact that the projection into div-free P maps
L∞ to BMO, it suffices to prove that there exists a positive contact C such
that for each t ≥ 0 we have

‖
∫ t

0
e(t−s)∆ (u(·, s) × v(·, s)) ds‖L∞ ≤ C. (4.36)

In a similar way as in Subsection 4.3, we consider separately 0 < s < t
2 and

t
2 < s < t.
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If 0 < s < t
2 we write the convolution with the heat kernel as follows

∫ t/2

0
|e(t−s)∆(u(x, s) × v(x, s))| ds

≤ C
1

t
d
2

∫ t/2

0

∫

Rd

e−
|x−y|2

4t |u(y, s)||v(y, s)| dy ds

≤ C
∑

q∈Zd

e−
|q|2
10

1

t
d
2

∫ t/2

0

∫

x−y∈
√

t(q+[0,1]d)
|u(y, s)||v(y, s)| dy ds,

which after summing in q and applying the Cauchy-Schwartz inequality
implies

∫ t/2

0
|e(t−s)∆(u(x, s) × v(x, s))| ds ≤ C‖u‖X0‖v‖X0 . (4.37)

However if t
2 ≤ s < t we have

‖
∫ t

t/2
e(t−s)∆(u(·, s) × v(·, s)) ds‖L∞

≤ C

∫ t

t/2
‖u(·, s)‖L∞‖v(·, s)‖L∞ ds

≤ C‖u‖N0∞‖v‖N0∞ . (4.38)

Now (4.36) follows from (4.37) and (4.38). Hence the claim of the corollary
is proved for k = 0 too.

5. Analyticity of the solution

In this section we prove Theorem 2.4 which claims that the solution of the
Navier-Stokes equation obtained in Theorem 2.2 is space analytic, meaning
its Taylor series converges in L∞ norm.

Proof of Theorem 2.4 In order to prove analyticity it is enough to show
an estimate of the form

‖∇ku‖L∞ . Ck kk

t
k+1

2

. (5.1)

We remark that to obtain (5.1) it suffices to prove

‖u‖Nk∞
. Ck−1kk−1, k ≥ 1. (5.2)

We proceed by proving (5.2).
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5.1. Dependence on k in the analysis of the linear term. Since we
want to estimate precisely the growth rate in k of et∆u0 - even if our estimate
will not be optimal - some computations are necessary.

Proposition 5.1. There exists a constant C such that for any k ∈ N and
u0 ∈ BMO−1 we have

‖et∆u0‖Nk∞
≤
(
C
√
k
)k+2

t−
k+1

2 ‖u0‖BMO−1 .

So in particular, for k ≥ 3 we have

‖et∆u0‖Nk∞
≤ Ck−2k

2k
3 ‖u0‖BMO−1 .

Proof We will need the Pj Littlewood-Paley operators, which are given by

Pj = ψ

(
D

2j

)
,

where

ψ ∈ S is such that
∑

j∈Z

ψ

(
ξ

2j

)
= 1 for ξ 6= 0 , (5.3)

and ψ supported in an annulus centered in zero.

We begin by estimating the N k
∞ norm. It is well-known that the space

BMO−1 satisfies

sup
j∈Z

2−j‖Pjf‖L∞ ≤ C‖f‖BMO−1 , (5.4)

(this is the embedding BMO−1 ↪→ Ḃ−1
∞,∞).

Now pick an integer N and estimate

‖∇ket∆u0‖L∞

≤
∑

j≤N

‖Pj

(
∇ket∆u0

)
‖L∞ +

∑

j>N

‖Pj

(
∇ket∆u0

)
‖L∞

≤
∑

j≤N

‖Pj

(
∇ket∆u0

)
‖L∞ +C

∑

j>N

2−2j‖Pj

(
∇k+2et∆u0

)
‖L∞ ,

(5.5)

where to obtain (5.5) we used the following propery of Littlewood-Paley
operators, see, for example, [29]:

‖∇Pjf‖L∞ ∼ 2j‖Pjf‖L∞ .
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Now (5.5) combined with the boundness of the operator ∇et∆ in L∞ given
by (3.5) implies

‖∇ket∆u0‖L∞

≤
∑

j≤N

‖
(
∇e t

k
∆
)k
Pju0‖L∞ +

∑

j>N

2−2j ‖
(
∇e

t
k+2

∆
)k+2

Pju0‖L∞

≤
∑

j≤N

(
C

√
k

t

)k

‖Pju0‖L∞ +
∑

j>N

2−2j

(
C

√
k + 2

t

)k+2

‖Pju0‖L∞

≤ ‖u0‖BMO−1



∑

j≤N

(
C

√
k

t

)k

2j +
∑

j>N

(
C

√
k + 2

t

)k+2

2−j




(5.6)

≤ C‖u0‖BMO−1



(
C

√
k

t

)k

2N +

(
C

√
k + 2

t

)k+2

2−N


 , (5.7)

where to obtain (5.6) we use (5.4). Now it suffices to choose 2N ∼ 1√
t

in

(5.7) to see that

‖∇ket∆u0‖∞ ≤
(
C
√
k
)k+2

t−
k+1

2 ‖u0‖BMO−1 ,

which concludes the proof of the proposition.

5.2. Dependence on k in the analysis of the solution. Here we shall
prove

‖u‖Nk∞
≤ Ck−1kk−1, for all integers k ≥ 1. (5.8)

via mathematical induction.

First we recall a combinatorial result of Kahane [14]:

Lemma 5.2. Let δ > 1
2 . Then there exists a constant C = C(δ) > 0 such

that
∑

γ≤α

(
α

γ

)
|γ||γ|−δ|α− γ||α−γ|−δ ≤ C|α||α|−δ, for all α ∈ N

d
0.

As in (4.1) we write the solution of the Navier-Stokes equations as

u(x, t) = et∆u(x, 0) −B(u, u)(x, t). (5.9)

We notice that (5.8) is true for k = 1. Also (5.9), Proposition 5.1 and (4.7)
imply that (5.8) is true for k = 2. Fix k ≥ 3. Now let us assume that (5.8)
is true for 0, 1, ..., k − 1. We shall prove that it is true for k too.
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First, we shall prove that

‖B(u, v)‖Nk∞
. c0(k)‖u‖X0‖v‖X0 + c1‖u‖N0∞‖v‖Nk∞

+ c1‖v‖N0∞‖u‖Nk∞
+ Ck−2kk−1.

(5.10)

In order to prove (5.10) we revisit (4.7) which gives:

‖B(u, v)‖Nk∞
. c0(k)‖u‖X0‖v‖X0 + c1‖u‖N0∞‖v‖Nk∞

+ c1‖v‖N0∞‖u‖Nk∞

+
k−1∑

l=1

(
k

l

)
‖u‖N l∞

‖u‖Nk−l
∞

. (5.11)

However the assumption of the mathematical induction combined with Lemma
5.2 gives that

k−1∑

l=1

(
k

l

)
‖u‖N l∞

‖u‖Nk−l
∞

.

k−1∑

l=1

(
k

l

)
C l−1ll−1 Ck−l−1(k − l)k−l−1

≤ Ck−2kk−1, (5.12)

which together with (5.11) implies the desired bound (5.10) on B(u, v).

Now we combine the remark following Proposition 5.1 and (5.10) to obtain

‖u‖Nk∞
. Ck−2k

2k
3 ‖u0‖BMO−1 + c0(k)‖u‖X0‖u‖X0 + 2c1‖u‖N0∞‖u‖Nk∞

+ Ck−2kk−1

. Ck−2kk−1‖u0‖BMO−1 + c0(k)‖u‖X0‖u‖X0 + 2c1‖u‖N0∞‖u‖Nk∞
+ Ck−2kk−1,

(5.13)

since 2k
3 ≤ k − 1 for k ≥ 3. However ‖u‖N0∞ is small so that the term

2c1‖u‖N0∞‖u‖Nk∞
can be incorporated into the left hand side of (5.13). Also

our choice of m given in (4.12) implies that c0(k) (see (4.9)) is like Ck−2kk−1.
Hence (5.8) is proved.

6. Proof of Theorem 2.5

Let u0 be self-similar data with a small norm in BMO−1. By the Koch and
Tataru theorem, there exists a unique solution u small enough in X 0. Using
this uniqueness property and the scaling invariance of BMO−1 and X0, we
see that for any λ

u(x, t) = λu(λ2t, λx) .

Since u is a weakly continuous function with values inBMO−1 (see Dubois [6]),
it makes sense to define ψ = u(1, ·) and the above equality after taking
λ = 1√

t
becomes

u(x, t) =
1√
t
ψ

(
x√
t

)
.
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It only remains to prove the regularity of ψ. The L∞ bound in (2.9) is
obvious. As for the other one, we have, by to the definition of X k,

∫ R

0

∫

B(x0,
√

R)
tk
∣∣∣∇ku(y, t)

∣∣∣
2
dy dt ≤ CRd/2 . (6.1)

Let us now replace u(y, t) by 1√
t
ψ
(

y√
t

)
and x0 by 0 in the left hand side of

the above inequality:

∫ R

0

∫

B(0,
√

R)
tk
∣∣∣∇ku(y, t)

∣∣∣
2
dy dt =

∫ R

0

∫

B(0,
√

R)

1

t

∣∣∣∣∇
kψ

(
y√
t

)∣∣∣∣
2

dy dt

=

∫ R

0

∫

B(0,
√

R/t)
td/2−1

∣∣∣∇kψ(y)
∣∣∣
2
dx dt

=

∫

Rd

∣∣∣∣∣

√
R

y

∣∣∣∣∣

d ∣∣∣∇kψ
∣∣∣
2
dy .

(6.2)

Now we combine (6.1) with (6.2) to obtain

∫

Rd

∣∣∣∣∣

√
R

y

∣∣∣∣∣

d ∣∣∣∇kψ
∣∣∣
2
dy ≤ CRd/2 ,

which is the desired result.
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équations de Navier-Stokes dansR3 , C. R. Acad. Sci. Paris 330 Série I (2000),
183–186.
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