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1 Introduction

This text assumes that the reader is familiar with the following concepts:

1) Metric spaces and their completeness.

2) Lebesgue integral in a bounded domain Ω ⊂ R
n and in R

n.

3) Banach spaces (Lp, 1 ≤ p ≤ ∞, Ck) and Hilbert spaces (L2): If 1 ≤ p <∞ then
we set

Lp(Ω) := {f : Ω → C measurable : ‖f‖Lp(Ω) :=
Å∫

Ω
|f(x)|pdx

ã1/p

<∞}

while

L∞(Ω) := {f : Ω → C measurable : ‖f‖L∞(Ω) := ess sup
x∈Ω

|f(x)| <∞}.

Moreover

Ck(Ω) := {f : Ω → C : ‖f‖Ck(Ω) := max
x∈Ω

∑

|α|≤k
|∂αf(x)| <∞},

where Ω is the closure of Ω. We say that f ∈ C∞(Ω) if f ∈ Ck(Ω1) for all k ∈ N

and for all bounded subsets Ω1 ⊂ Ω. The space C∞(Ω) is not a normed space.
The inner product in L2(Ω) is denoted by

(f, g)L2(Ω) =
∫

Ω
f(x)g(x)dx.

Also in L2(Ω), the duality pairing is given by

〈f, g〉L2(Ω) =
∫

Ω
f(x)g(x)dx.

4) Hölder’s inequality: Let 1 ≤ p ≤ ∞, u ∈ Lp and v ∈ Lp
′
with

1

p
+

1

p′
= 1.

Then uv ∈ L1 and

∫

Ω
|u(x)v(x)|dx ≤

Å∫
Ω
|u(x)|pdx

ã 1
p
Å∫

Ω
|v(x)|p′dx

ã 1
p′
,

where the Hölder conjugate exponent p′ of p is obtained via

p′ =
p

p− 1

with the understanding that p′ = ∞ if p = 1 and p′ = 1 if p = ∞.
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5) Lebesgue’s theorem about dominated convergence:

Let A ⊂ R
n be measurable and let {fk}∞k=1 be a sequence of measurable functions

converging to f(x) point-wise in A. If there exists function g ∈ L1(A) such that
|fk(x)| ≤ g(x) in A, then f ∈ L1(A) and

lim
k→∞

∫

A
fk(x)dx =

∫

A
f(x)dx.

6) Fubini’s theorem about the interchange of the order of integration:

∫

X×Y
|f(x, y)|dxdy =

∫

X
dx

Å∫
Y
|f(x, y)|dy

ã
=
∫

Y
dy

Å∫
X
|f(x, y)|dx

ã
,

if one of the three integrals exists.
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2 Fourier transform in Schwartz space

Consider the Euclidean space R
n, n ≥ 1 with x = (x1, . . . , xn) ∈ R

n and with |x| =»
x2

1 + · · · + x2
n and scalar product (x, y) =

∑n
j=1 xjyj. The open ball of radius δ > 0

centered at x ∈ R
n is denoted by

Uδ(x) := {y ∈ R
n : |x− y| < δ}.

Recall the Cauchy-Bunjakovsky inequality

|(x, y)| ≤ |x||y|.

Following L. Schwartz we call an n-tuple α = (α1, . . . , αn), αj ∈ N ∪ {0} ≡ N0 an
n-dimensional multi-index. Denote

|α| = α1 + · · · + αn, α! = α1! · · ·αn!

and
xα = xα1

1 · · ·xαn
n , 00 = 1, 0! = 1.

Moreover, multi-indices α and β can be ordered according to

α ≤ β

if and only if αj ≤ βj for all j = 1, 2, . . . , n. Let us also introduce a shorthand notation

∂α = ∂α1
1 · · · ∂αn

n , ∂j =
∂

∂xj
.

Definition. The Schwartz space S(Rn) of rapidly decaying functions is defined as

S(Rn) = {f ∈ C∞(Rn) : |f |α,β := sup
x∈Rn

∣∣∣xα∂βf(x)
∣∣∣ <∞ for anyα, β ∈ N

n
0}.

The following properties of S = S(Rn) are readily verified.

1) S is a linear space.

2) ∂α : S → S for any α ≥ 0.

3) xβ· : S → S for any β ≥ 0.

4) If f ∈ S(Rn) then |f(x)| ≤ cm(1 + |x|)−m for any m ∈ N. The converse is not
true (see part 3) of Example 2.1).

5) It follows from part 4) that S(Rn) ⊂ Lp(Rn) for any 1 ≤ p ≤ ∞.

Example 2.1. 1) f(x) = e−a|x|
2 ∈ S for any a > 0.

2) f(x) = e−a(1+|x|2)a ∈ S for any a > 0.
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3) f(x) = e−|x| 6∈ S.

4) C∞
0 (Rn) ⊂ S(Rn), where C∞

0 (Rn) = {f ∈ C∞(Rn) : supp f is compact in R
n}

and supp f = {x ∈ Rn : f(x) 6= 0}.

The space S(Rn) is not a normed space because |f |α,β is only a seminorm for α ≥ 0
and β > 0 i.e. the condition

|f |α,β = 0 if and only if f = 0

fails to hold for e.g. constant function f . But the space (S, ρ) is a metric space if the
metric ρ is defined by

ρ(f, g) =
∑

α,β≥0

2−|α|−|β| · |f − g|α,β
1 + |f − g|α,β

.

Exercise 1. Prove that ρ is a metric, that is,

1) ρ(f, g) ≥ 0 and ρ(f, g) = 0 if and only if f = g.

2) ρ(f, g) = ρ(g, f).

3) ρ(g, h) ≤ ρ(g, f) + ρ(f, h).

4) (In addition) |ρ(f, h) − ρ(g, h)| ≤ ρ(f, g).

Theorem 1 (Completeness). The space (S, ρ) is a complete metric space i.e. every
Cauchy sequence converges.

Proof. Let {fk}∞k=1, fk ∈ S, be a Cauchy sequence, that is, for any ε > 0 there exists
n0(ε) ∈ N such that

ρ(fk, fm) < ε, k,m ≥ n0(ε).

It follows that
sup
x∈K

∣∣∣∂β(fk − fm)
∣∣∣ < ε

for any β ≥ 0 and for any compact set K in R
n. It means that {fk}∞k=1 is a Cauchy

sequence in the Banach space C |β|(K). Hence there exists a function f ∈ C |β|(K) such
that

lim
k→∞

fk
C|β|(K)

= f.

That’s why we may conclude that our function f ∈ C∞(Rn). It only remains to prove
that f ∈ S. It is clear that

sup
x∈K

|xα∂βf | ≤ sup
x∈K

|xα∂β(fk − f)| + sup
x∈K

|xα∂βfk|

≤ Cα(K) sup
x∈K

|∂β(fk − f)| + sup
x∈K

|xα∂βfk|.
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Taking k → ∞ we obtain

sup
x∈K

|xα∂βf | ≤ lim sup
k→∞

|fk |α,β<∞.

The last inequality is valid since {fk}∞k=1 is a Cauchy sequence, so that |fk|α,β is
bounded. The last inequality doesn’t depend onK either. That’s why we may conclude
that |f |α,β <∞ or f ∈ S.

Definition. We say that fk
S→ f as k → ∞ if and only if

|fk − f |α,β→ 0, k → ∞

for all α, β ≥ 0.

Exercise 2. Prove that C∞
0 (Rn) = S, that is, for any f ∈ S there exists {fk}∞k=1, fk ∈

C∞
0 (Rn), such that fk

S→ f, k → ∞.

Now we are in the position to define the Fourier transform in S(Rn).

Definition. The Fourier transform Ff(ξ) or f̂(ξ) of the function f(x) ∈ S is defined
by

Ff(ξ) ≡ f̂(ξ) := (2π)−n/2
∫

Rn
e−i(x,ξ)f(x)dx, ξ ∈ R

n.

Remark. This integral is well-defined since

∣∣∣f̂(ξ)
∣∣∣ ≤ cm(2π)−n/2

∫

Rn
(1 + |x|)−mdx <∞,

for m > n.

Next we prove the following properties of the Fourier transform:

1) F is a linear continuous map from S into S.

2) ξα∂βξ f̂(ξ) = (−i)|α|+|β| ¤�∂αx (xβf(x)).

Indeed, we have

∂βξ f̂(ξ) = (2π)−n/2
∫

Rn
(−ix)βe−i(x,ξ)f(x)dx

and hence
∥∥∥∂βξ f̂(ξ)

∥∥∥
L∞(Rn)

≤ cm(2π)−n/2
∫

Rn

|x||β|
(1 + |x|)mdx <∞

if we choose m > n+ |β|. At the same time we obtained the formula

∂βξ f̂(ξ) = ¤�(−ix)βf(x). (2.1)

Further, integration by parts gives us

ξαf̂(ξ) = (−i)|α|(2π)−n/2
∫

Rn
e−i(x,ξ)∂αx f(x)dx.
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That’s why we have the estimate

∥∥∥ξαf̂
∥∥∥
L∞(Rn)

≤ c
∫

Rn
|∂αx f(x)| dx <∞

since ∂αx f(x) ∈ S for any α ≥ 0, if f(x) ∈ S. And also we have the formula

ξαf̂ = ¤�(−i)|α|∂αx f. (2.2)

If we combine these two last estimates we may conclude that F : S → S and F is
a continuous map since F maps every bounded set from S to a bounded set from S
again.

The formulas (2.1) and (2.2) show us that it is more convenient to use the following
notation:

Dj = −i∂j = −i ∂
∂xj

, Dα = Dα1
1 · · ·Dαn

n .

For this new derivative the formulas (2.1) and (2.2) can be rewritten as

Dα
ξ f̂ = (−1)|α|‘xαf, ξαf̂ = ’Dαf.

Example 2.2. It is true that

F (e−
1
2
|x|2)(ξ) = e−

1
2
|ξ|2 .

Proof. The definition gives us directly

F (e−
1
2
|x|2)(ξ) = (2π)−n/2

∫

Rn
e−i(x,ξ)−

1
2
|x|2dx

= (2π)−n/2e−
1
2
|ξ|2
∫

Rn
e−

1
2
(|x|2+2i(x,ξ)−|ξ|2)dx

= (2π)−n/2e−
1
2
|ξ|2

n∏

j=1

∫ ∞

−∞
e−

1
2
(t+iξj)

2

dt.

In order to calculate the last integral we consider the function f(z) = e−
z2

2 of the
complex variable z and the domain DR depicted in Figure 1. We consider the positive
direction of going around the boundary ∂DR. It is clear that f(z) is a holomorphic
function in this domain and due to Cauchy theorem we have

∮

∂DR

e−
z2

2 dz = 0.

But
∮

∂DR

e−
z2

2 dz =
∫ R

−R
e−

t2

2 dt+ i
∫ ξj

0
e−

1
2
(R+iτ)2dτ +

∫ −R

R
e−

1
2
(t+iξj)

2

dt+ i
∫ 0

ξj
e−

1
2
(−R+iτ)2dτ.

If R → ∞ then ∫ ξj

0
e−

1
2
(±R+iτ)2dτ → 0.

6



t−R R

DR

Figure 1: Domain DR.

Hence ∫ ∞

−∞
e−

1
2
(t+iξj)

2

dt =
∫ ∞

−∞
e−

t2

2 dt, j = 1, . . . , n.

Using Fubini’s theorem and polar coordinates we can evaluate the last integral as

Å∫ ∞

−∞
e−

t2

2 dt
ã2

=
∫

R2
e−

1
2
(t2+s2)dtds =

∫ 2π

0
dθ
∫ ∞

0
e−

r2

2 rdr

= 2π
∫ ∞

0
e−mdm = 2π.

Thus ∫ ∞

−∞
e−

1
2
(t+iξj)

2

dt =
√

2π

and

F (e−
|x|2
2 )(ξ) = (2π)−

n
2 e−

1
2
|ξ|2

n∏

j=1

√
2π = e−

1
2
|ξ|2 .

Exercise 3. Let P (D) be a differential operator

P (D) =
∑

|α|≤m
aαD

α

with constant coefficients. Prove that ÿ�P (D)u = P (ξ)û.

Definition. Adopt the following notation for translation and dilation of a function

(τhf)(x) := f(x− h), (σλf)(x) := f(λx), λ 6= 0.

Exercise 4. Let f ∈ S(Rn), h ∈ R
n and λ ∈ R, λ 6= 0. Prove that

1) ‘σλf(ξ) = |λ|−nσ 1
λ
f̂(ξ) and σλf̂(ξ) = |λ|−n ‘σ 1

λ
f(ξ)
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2) ‘τhf(ξ) = e−i(h,ξ)f̂(ξ) and τhf̂(ξ) = ◊�ei(h,·)f(ξ).

Exercise 5. Let A be a real-valued n×n-matrix such that A−1 exists. Denote fA(x) :=
f(A−1x). Prove that

”fA(ξ) = (f̂)A(ξ)

if and only if A is an orthogonal matrix (a rotation), that is, AT = A−1.

Let us now consider f and g from S(Rn). Then

(Ff, g)L2 =
∫

Rn
f̂(ξ)g(ξ)dξ = (2π)−n/2

∫

Rn
g(ξ)

Å∫
Rn
e−i(x,ξ)f(x)dx

ã
dξ

= (2π)−n/2
∫

Rn
f(x)

Å∫
Rn
ei(x,ξ)g(ξ)dξ

ã
dx = (f, F ∗g)L2 ,

where F ∗g(x) := Fg(−x).
Remark. Here F ∗ is the adjoint operator (in the sense of L2) which maps S into S
since F : S → S. The inverse Fourier transform F−1 is defined as: F−1 := F ∗.

In order to justify this definition we will prove the following theorem.

Theorem 2 (Fourier inversion formula). Let f be a function from S(Rn). Then

F ∗Ff = f.

To this end we will prove first the following (somewhat technical) lemma.

Lemma 1. Let f0(x) be a function from L1(Rn) with
∫
Rn f0(x)dx = 1 and let f(x) be

a function from L∞(Rn) which is continuous at {0}. Then

lim
ε↓0

∫

Rn
ε−nf0

Åx
ε

ã
f(x)dx = f(0).

Proof. Since

∫

Rn
ε−nf0

Åx
ε

ã
f(x)dx− f(0) =

∫

Rn
ε−nf0

Åx
ε

ã
(f(x) − f(0))dx,

then we may assume without loss of generality that f(0) = 0. Since f is continuous at
{0} then for any η > 0 there exists δ > 0 such that

|f(x)| < η

‖f0‖L1

,

whenever |x| < δ. Note that ∣∣∣∣
∫

Rn
f0dx

∣∣∣∣ ≤ ‖f0‖L1 .
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That’s why we may conclude that
∣∣∣∣
∫

Rn
ε−nf0

Åx
ε

ã
f(x)dx

∣∣∣∣ ≤ η

‖f0‖L1

· ε−n
∫

|x|<δ

∣∣∣∣f0

Åx
ε

ã∣∣∣∣ dx

+ ‖f‖L∞ ε−n
∫

|x|>δ

∣∣∣∣f0

Åx
ε

ã∣∣∣∣ dx

≤ η

‖f0‖L1

· ‖f0‖L1 + ‖f‖L∞

∫

|y|> δ
ε

|f0(y)| dy = η + ‖f‖L∞ Iε.

But Iε → 0 as ε ↓ 0. This proves the lemma.

Proof of theorem 2. Let us consider v(x) = e−
|x|2
2 . We know from Example 2.2 that∫

Rn v(x)dx = (2π)n/2 and Fv = v. If we apply Lemma 1 with f0 = (2π)−n/2v(x) and
f ∈ S(Rn) then

(2π)n/2f(0) = lim
ε↓0

∫

Rn
ε−nv

Åx
ε

ã
f(x)dx = lim

ε↓0
〈f, ε−nσ 1

ε
v〉L2 = lim

ε↓0
〈f, ε−nσ 1

ε
Fv〉L2

Ex.4
= lim

ε↓0
〈f, F (σεv)〉L2 = lim

ε↓0
〈Ff, σεv〉L2 = 〈Ff, 1〉 =

∫

Rn
Ff(ξ)ei(0,ξ)dξ

after using the Lebesgue theorem of dominated convergence in the last step. This
proves that

f(0) = (2π)−n/2
∫

Rn
Ff(ξ)ei(0,ξ)dξ = (F ∗Ff)(0).

The proof is now finished by

f(x) = (τ−xf)(0) = (F ∗F (τ−xf))(0) = (2π)−n/2
∫

Rn
F (τ−xf)(ξ)ei(0,ξ)dξ

Ex.4
= (2π)−n/2

∫

Rn
ei(x,ξ)Ff(ξ)dξ = F ∗Ff(x).

Corollary. The Fourier transform is an isometry (in the sense of L2).

Proof. The fact that Fourier transform retains norm of f ∈ S follows from the following
Parseval equality

‖Ff‖2
L2 = (Ff, Ff)L2 = (f, F ∗Ff)L2 = (f, f)L2 = ‖f‖2

L2 .

Note that
(Ff, g)L2 = (f, F ∗g)L2

means that ∫

Rn
f̂(ξ)g(ξ)dξ =

∫

Rn
f(x)F ∗g(x)dx =

∫

Rn
f(x)F (g)(x)dx.

It implies that ∫

Rn
f̂(ξ)g(ξ)dξ =

∫

Rn
f(x)ĝ(x)dx

or
〈Ff, g〉L2 = 〈f, Fg〉L2 .
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3 Fourier transform in Lp(Rn), 1 ≤ p ≤ 2

Let us start with a preliminary proposition.

Proposition. Let X be a linear normed space and E ⊂ X a subspace of X such that
E = X, that is, the closure E of E in the sense of the norm in X is equal to X. Let
Y be a Banach space. If T : E → Y is continuous linear map, i.e. there exists M > 0
such that

‖Tu‖Y ≤M ‖u‖X , u ∈ E,

then there exists a unique linear continuous map Tex : X → Y such that Tex|E = T
and

‖Texu‖Y ≤M ‖u‖X , u ∈ X.

Exercise 6. Prove the previous proposition.

Lemma 1. Let 1 ≤ p <∞. Then

C∞
0 (Rn)

Lp

= Lp(Rn),

that is, C∞
0 (Rn) is dense in Lp(Rn) in the sense of Lp-norm.

Proof. We will use the fact that the set of finite linear combinations of characteristic
functions of bounded measurable sets in R

n is dense in Lp(Rn), 1 ≤ p < ∞. This is a
well-known fact from functional analysis.

Let now A ⊂ R
n be a bounded measurable set and let ε > 0. Then there exists

a closed set F and open set Q such that F ⊂ A ⊂ Q and µ(Q \ F ) < εp (or only
µ(Q) < εp if there is no closed set F ⊂ A). Here µ is the Lebesgue measure in R

n.
Let now ϕ be a function from C∞

0 (Rn) such that suppϕ ⊂ Q,ϕ|F ≡ 1 and 0 ≤ ϕ ≤ 1.
Then

‖ϕ− χA‖pLp(Rn) =
∫

Rn
|ϕ(x) − χA(x)|p dx ≤

∫

Q\F
1dx = µ(Q \ F ) < εp

or
‖ϕ− χA‖Lp(Rn) < ε,

where χA denotes the characteristic function of A i.e.

χA(x) =





1, x ∈ A

0, x /∈ A.

Thus, we may conclude that C∞
0 (Rn) = Lp(Rn) for 1 ≤ p <∞.

Remark. Lemma 1 does not hold for p = ∞. Indeed, for a function f ≡ c0 6= 0 and for
any function ϕ ∈ C∞

0 (Rn) we have that

‖f − ϕ‖L∞(Rn) ≥ |c0| > 0.
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Hence we cannot approximate any function from L∞(Rn) by functions from C∞
0 (Rn).

It means that

C∞
0 (Rn)

L∞

6= L∞(Rn).

But the following result holds:

Exercise 7. Prove that S(Rn)
L∞
= Ċ(Rn), where

Ċ(Rn) := {f ∈ C(Rn) : lim
|x|→∞

f(x) = 0}.

Now we are in the position to extend F from S ⊂ L1 to L1.

Theorem 1 (Riemann-Lebesgue lemma). Let F : S → S be the Fourier transform in
Schwartz space S(Rn). Then there exists a unique extension Fex as a map from L1(Rn)
to Ċ(Rn) with norm ‖Fex‖L1→L∞ = (2π)−n/2.

Proof. We know that ‖Ff‖L∞ ≤ (2π)−n/2 ‖f‖L1 for f ∈ S. Now we apply the pre-

liminary proposition to E = S,X = L1 and Y = L∞. Since S
L1

= L1 (it follows

from C∞
0 ⊂ S and C∞

0
L1

= L1) for any f ∈ L1(Rn) there exists {fk} ⊂ S such that
‖fk − f‖L1 → 0 as k → ∞. In that case we can define

Fexf
L∞
:= lim

k→∞
Ffk.

Since S
L∞
= Ċ (see Exercise 7) then Fexf ∈ Ċ and ‖Fex‖L1→L∞ ≤ (2π)−n/2. On the

other hand
‖Ff‖L∞ ≥ |f̂(0)| = (2π)−n/2 ‖f‖L1

for f ∈ L1 and f ≥ 0. Hence ‖Fex‖L1→L∞ = (2π)−n/2.

Alternative proof. If f ∈ L1(Rn) then we can define Fourier transform Ff(ξ) directly
by

Ff(ξ) := (2π)−n/2
∫

Rn
e−i(x,ξ)f(x)dx,

since ∣∣∣∣
∫

Rn
e−i(x,ξ)f(x)dx

∣∣∣∣ ≤
∫

Rn
|f(x)|dx = ‖f‖L1 .

Also we have

(2π)n/2
∥∥∥f̂(ξ + h) − f̂(ξ)

∥∥∥
L∞(Rn)

= sup
ξ∈Rn

∣∣∣∣
∫

Rn
e−i(ξ,x)(e−i(h,x) − 1)f(x)dx

∣∣∣∣

≤ 2
∫

|x|> ε
|h|

|f(x)|dx+ ε
∫

|x||h|≤ε
|f(x)|dx := I1 + I2.

Here we have used the fact that |eiy − 1| ≤ |y| for y ∈ R with |y| ≤ 1. It is easily seen
that I1 → 0 for |h| → 0 and I2 → 0 for ε→ 0, since f ∈ L1(Rn).
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It means that the Fourier transform f̂(ξ) is continuous (even uniformly continuous)
on R

n. Moreover, we have

2f̂(ξ) = (2π)−n/2
∫

Rn
e−i(x,ξ)

Ç
f(x) − f

Ç
x+

ξπ

|ξ|2
åå

dx.

This equality follows from

f̂(ξ) = −(2π)−n/2
∫

Rn
eiπe−i(x,ξ)f(x)dx = −(2π)−n/2

∫

Rn
e
i
Ä
ξ, ξ

|ξ|2

ä
π
e−i(x,ξ)f(x)dx

and Exercise 4. Thus,

2|f̂(ξ)| ≤ (2π)−n/2
∥∥∥∥∥f(x) − f

Ç
x+

ξπ

|ξ|2
å∥∥∥∥∥

L1(Rn)

→ 0

for |ξ| → ∞.

Theorem 2 (Plancherel). Let F : S → S be the Fourier transform in S with ‖Ff‖L2 =

‖f‖L2. Then there exists a unique extension Fex of F to L2-space, such that Fex : L2 onto→
L2 and ‖Fex‖L2→L2 = 1. Also the Parseval equality remains valid.

Proof. We know that S
L2

= L2 since C∞
0

L2

= L2. Thus for any f ∈ L2(Rn) there exists
{fk}∞k=1 ⊂ S(Rn) such that ‖fk − f‖L2(Rn) → 0 as k → ∞. By Parseval equality in S
we get

‖Ffk − Ffl‖L2 = ‖fk − fl‖L2 → 0, k, l → ∞.

Thus {Ffk}∞k=1 is a Cauchy sequence in L2(Rn) and, therefore, Ffk
L2→ g, where g ∈ L2.

That’s why we may put Fexf := g. Also we have the Parseval equality

‖Fexf‖L2 = lim
k→∞

‖Ffk‖L2 = lim
k→∞

‖fk‖L2 = ‖f‖L2

which proves the statement about the operator norm.

Remark. In L2-space we also have the Fourier inversion formula F ∗
exFexf = f or

F−1
ex Fexf = f .

Exercise 8. Prove that if f ∈ L2(Rn) then

1) Fexf(ξ)
L2

= lim
R→+∞

FfR(ξ), where fR(x) = χ{x:|x|≤R}(x)f(x)

2) Fexf(ξ)
L2

= lim
ε→+0

F (e−ε|x|f).

Exercise 9. Let us assume that f ∈ L1(Rn) and Ff(ξ) ∈ L1(Rn). Prove that

f(x) = (2π)−n/2
∫

Rn
ei(x,ξ)Ff(ξ)dξ = F−1Ff(x).

It means that the Fourier inversion formula is valid.

12



Exercise 10. Let f1 and f2 belong to L2(Rn). Prove that

(f1, f2)L2 = (Ff1, Ff2)L2 .

Theorem 3 (Riesz - Torin interpolation theorem). Let T be a linear continuous map
from Lp1(Rn) to Lq1(Rn) with norm estimate M1 and from Lp2(Rn) to Lq2(Rn) with
norm estimate M2. Then T is a linear continuous map from Lp(Rn) to Lq(Rn) with p
and q such that

1

p
=

θ

p1

+
1 − θ

p2

,
1

q
=

θ

q1
+

1 − θ

q2
, 0 ≤ θ ≤ 1,

with norm estimate M θ
1M

1−θ
2 .

Proof. Let F and G be two functions with the properties:

1) F,G ≥ 0,

2) ‖F‖L1 = ‖G‖L1 = 1.

Let us consider now the function Φ(z) of complex variable z ∈ C given by

Φ(z) := M−z
1 M−1+z

2

∫

Rn
T (f0F

z
p1

+ 1−z
p2 )(x)g0G

z
q′
1
+ 1−z

q′
2 (x)dx,

where 1
q1

+ 1
q′1

= 1, 1
q2

+ 1
q′2

= 1, |f0| ≤ 1 and |g0| ≤ 1. The two functions f0 and g0 will

be selected later. We assume also that 0 ≤ Re (z) ≤ 1.
Our aim is to prove the inequality

|〈Tf, g〉L2| ≤M θ
1M

1−θ
2 ‖f‖Lp ‖g‖Lq′ ,

where
1

p
=

θ

p1

+
1 − θ

p2

,
1

q
=

θ

q1
+

1 − θ

q2
,

1

q
+

1

q′
= 1.

Since T is a linear continuous map and F
z

p1
+ 1−z

p2 , G
z
q′
1
+ 1−z

q′
2 are holomorphic functions

with respect to z (consider az = ez ln a, a > 0) we may conclude that Φ(z) is a holomor-
phic function also.

1) Let us assume now that Re (z) = 0, i.e. z = iy. Then we have Φ(iy) =

M−iy
1 M−1+iy

2 〈T (f0F
iy
p1

+ 1−iy
p2 ), g0G

iy

q′
1
+ 1−iy

q′
2 〉L2 . Since |aix| = 1 for a, x ∈ R, a > 0, it

follows from Hölder inequality and the assumptions on T that

|Φ(iy)| ≤ M−1
2 M2

∥∥∥∥f0F
iy
p1

+ 1−iy
p2

∥∥∥∥
Lp2

∥∥∥∥∥g0G
iy

q′
1
+ 1−iy

q′
2

∥∥∥∥∥
L

q′
2

=
∥∥∥∥|f0|F

1
p2

∥∥∥∥
Lp2

∥∥∥∥|g0|G
1
q′
2

∥∥∥∥
L

q′
2

≤ ‖F‖
1

p2

L1 ‖G‖
1
q′
2

L1 = 1.

13



2) Let us assume now that Re (z) = 1, i.e., z = 1 + iy. Then we have similarly that

|Φ(1 + iy)| ≤ M−1
1 M1

∥∥∥∥f0F
1+iy
p1

+−iy
p2

∥∥∥∥
Lp1

∥∥∥∥∥g0G
1+iy

q′
1

+−iy

q′
2

∥∥∥∥∥
L

q′
1

=
∥∥∥∥|f0|F

1
p1

∥∥∥∥
Lp1

∥∥∥∥|g0|G
1
q′
1

∥∥∥∥
L

q′
1

≤ ‖F‖
1

p1

L1 ‖G‖
1
q′
1

L1 = 1.

If we apply now the Phragmen-Lindelev’s theorem for the domain 0 < Re (z) < 1 we
obtain that |Φ(z)| ≤ 1 for any z such that 0 < Re (z) < 1. Then |Φ(θ)| ≤ 1 also for
0 < θ < 1. But this is equivalent to the estimate

|〈T (f0F
1
p ), g0G

1
q′ 〉L2| ≤M θ

1M
1−θ
2 , (3.1)

where 1
p

= θ
p1

+ 1−θ
p2
, 1
q

= θ
q1

+ 1−θ
q2

and 1
q

+ 1
q′ = 1. In order to finish the proof of this

theorem let us choose (for arbitrary functions f ∈ Lp and g ∈ Lq
′

with p and q′ as
above) the functions F,G, f0 and g0 as follows:

F = |f1|p, G = |g1|q
′
, f0 = sgn f1, g0 = sgn g1,

where f1 = f
‖f‖Lp

, g1 = g
‖g‖

Lq′
and

sgn f =





1, f > 0

0, f = 0

−1, f < 0.

In that case f1 = f0F
1
p and g1 = g0G

1
q′ . Applying the estimate (3.1) we obtain

∣∣∣∣∣

Æ
T

Ç
f

‖f‖Lp

å
,

g

‖g‖Lq′

∏

L2

∣∣∣∣∣ ≤M θ
1M

1−θ
2 ,

which is equivalent to

|〈Tf, g〉L2| ≤M θ
1M

1−θ
2 ‖f‖Lp ‖g‖Lq′ .

It implies the desired final estimate

‖Tf‖Lq ≤M θ
1M

1−θ
2 ‖f‖Lp .

Theorem 4 (Hausdorff-Young). Let F : S → S be the Fourier transform in Schwartz
space. Then there exists a unique extension Fex as a linear continuous map

Fex : Lp(Rn) → Lp
′
(Rn),

where 1 ≤ p ≤ 2 and 1
p

+ 1
p′ = 1. What is more, we have the norm estimate

‖Fex‖Lp→Lp′ ≤ (2π)−n(
1
p
− 1

2).

It is called the Hausdorff-Young inequality.
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Proof. We know from Theorems 1 and 2 that there exists a unique extension Fex of
the Fourier transform from S to S for spaces:

1) Fex : L1(Rn) → L∞(Rn) with norm estimate M1 = (2π)−
n
2

2) Fex : L2(Rn) → L2(Rn) with norm estimate M2 = 1.

Applying now Theorem 3 we obtain that Fex : Lp → Lq, where

1

p
=
θ

1
+

1 − θ

2
=

1

2
+
θ

2
,

1

q
=

θ

∞ +
1 − θ

2
=

1

2
− θ

2
.

It follows that
1

p
+

1

q
= 1

i.e. q = p′ and θ = 2
p
− 1. For θ to satisfy the condition 0 ≤ θ ≤ 1 we get 1 ≤ p ≤ 2.

We may also conclude that

‖Fex‖Lp→Lp′ ≤ ((2π)−
n
2 )θ11−θ = (2π)−n(

1
p
− 1

2).

Remark. In order to obtain Fex in Lp(Rn), 1 ≤ p ≤ 2, constructively we can apply the
following procedure. Let us assume that f ∈ Lp(Rn), 1 ≤ p ≤ 2, and {fk}∞k=1 ⊂ S(Rn)
such that

‖fk − f‖Lp(Rn) → 0, k → ∞.

It follows from Hausdorff-Young inequality that

‖Ffk − Ffl‖Lp′ (Rn) ≤ Cn ‖fk − fl‖Lp(Rn) .

It means that {Ffk}∞k=1 is a Cauchy sequence in Lp
′
(Rn). That’s why we can define

Fexf
Lp′

:= lim
k→∞

Ffk.

And we also have the Hausdorff-Young inequality

‖Fexf‖Lp′ = lim
k→∞

‖Ffk‖Lp′ ≤ lim
k→∞

Cn ‖fk‖Lp = Cn ‖f‖Lp .

Example 3.1 (Fourier transform on the line). Let f2(x) = 1
(x−iε)2 , where ε > 0 is

fixed. It is clear that f2 ∈ L1(R) and

f̂2(ξ) =
1√
2π

∫ +∞

−∞

e−ixξdx

(x− iε)2
.

In order to calculate this integral we consider the function F (z) := e−izξ

(z−iε)2 of complex
variable z ∈ C. It is easily seen that z = iε, ε > 0 is a pole of order 2. We consider the
cases ξ > 0 and ξ < 0 separately, see Figure 2.
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b

Re z

Im z

iε−R R

D−
R

b

Re z

Im z

iε

−R R

D+
R

Figure 2: Domains D−
R and D+

R of integration.

1) ξ > 0. By Cauchy theorem we have

∮

∂D−
R

F (z)dz = 0 =
∫ R

−R
F (z)dz +

∫

|z|=R

Im z<0

F (z)dz = I1 + I2.

It follows that

I1 →
∫ +∞

−∞

e−ixξdx

(x− iε)2
, R → ∞,

and
I2 → 0, R → ∞

due to Jordan’s lemma, since ξIm z < 0. That’s why we may conclude that

∫ +∞

−∞

e−ixξdx

(x− iε)2
= 0

for ξ > 0.

2) ξ < 0. In this case again ξIm z < 0. So we may apply Jordan’s lemma again and
obtain

∮

∂D+
R

F (z)dz =
∫ R

−R

e−ixξdx

(x− iε)2
+

∫

|z|=R

Im z>0

F (z)dz = 2πiRes
z=iε

F (z).

Hence ∫ ∞

−∞

e−ixξdx

(x− iε)2
= 2πi((z − iε)2F (z))′ |z=iε= 2πξeεξ.

If we combine these two cases we obtain

⁄�1
(x− iε)2

(ξ) =
√

2πξH(−ξ)eεξ,
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where

H(t) =





1, t ≥ 0

0, t < 0

is the Heaviside function. Similarly we obtain

⁄�1
(x+ iε)2

(ξ) = −
√

2πξH(ξ)e−εξ.

Example 3.2. Let f1(x) = 1
x−iε , where ε > 0 is fixed. It is clear that f1 /∈ L1(R), but

f1 ∈ Lp(R), 1 < p ≤ 2. Analogous to Example 3.1 we obtain:

◊� 1

x+ iε
(ξ) =




−i

√
2πH(ξ)e−εξ, ξ 6= 0

−i
»

π
2
, ξ = 0

and
◊� 1

x− iε
(ξ) =




i
√

2πH(−ξ)eεξ, ξ 6= 0

i
»

π
2
, ξ = 0.

Exercise 11. Find the Fourier transforms of the following functions on the line.

a) f(x) =




e−x, x > 0

0, x ≤ 0

b) f(x) = e−|x| and f(x) = 1
1+x2

c) f3(x) = 1
(x±iε)3 , ε > 0.

Exercise 12. Define the Laplace transform by

L(p) :=
∫ ∞

0
f(x)e−pxdx,

where |f(x)| ≤Meax, x > 0, f(x) = 0, x < 0 and p = p1 + ip2, p1 > a. Prove that

a) L(p) =
√

2π¤�f(x)e−p1x(p2).

b) Apply the Fourier inversion formula to prove the Mellin formula

f(x) =
1

2πi

∫ p1+i∞

p1−i∞
L(p)epxdp, p1 > a.

17



4 Tempered distributions

In this chapter we will consider two types of distributions: Schwartz distributions
and tempered distributions. To that end we consider the space D := C∞

0 (Rn) of test
functions. It is clear that D is a linear space and D ⊂ S. A notion of convergence is
given in

Definition. A sequence {ϕk}∞k=1 is a null-sequence in D if and only if

1) there exists a compact set K ⊂ R
n, such that suppϕk ⊂ K for any k and

2) for any α ≥ 0 we have

sup
x∈K

|Dαϕk(x)| → 0, k → ∞.

We denote this fact by ϕk
D→ 0. As usual, ϕk

D→ ϕ ∈ D means that ϕk − ϕ
D→ 0.

Now we are in the position to define the Schwartz distribution space.

Definition. Functional T : D → C is a Schwartz distribution if it is linear and
continuous, that is,

1) T (α1ϕ1 + α2ϕ2) = α1T (ϕ1) + α2T (ϕ2) for any ϕ1, ϕ2 ∈ D and α1, α2 ∈ C

2) for any null-sequence ϕk in D it holds that T (ϕk) → 0 in C as k → ∞.

The linear space of Schwartz distributions is denoted by D′. The action of T on ϕ is
denoted by T (ϕ) = 〈T, ϕ〉.

Example 4.1. Every locally integrable function f , that is, f ∈ L1
loc(R

n), defines a
Schwartz distribution by the formula

〈Tf , ϕ〉 :=
∫

Rn
f(x)ϕ(x)dx.

It is clear that Tf is a linear map. It remains to prove only that Tf is continuous map
on D. Let {ϕk}∞k=1 be a null-sequence in D. Then

|〈Tf , ϕk〉| ≤ sup
x∈K

|ϕk(x)|
∫

K
|f(x)|dx→ 0, k → ∞

by the definition of null-sequence.

Example 4.2. If 〈T, ϕ〉 := ϕ(0), then T ∈ D′. Indeed, T is linear and if ϕk
D→ 0

then 〈T, ϕk〉 = ϕk(0) → 0 for k → ∞. This distribution is called the δ-function and is
denoted by δ i.e.

〈δ, ϕ〉 = ϕ(0), ϕ ∈ D.

18



Remark. A distribution T is regular if it can be written in the form

〈T, ϕ〉 =
∫

Rn
f(x)ϕ(x)dx

for some locally integrable function f . All other distributions are singular.

Exercise 13. Prove that δ is a singular distribution.

Definition. The functional T defined by

〈T, ϕ〉 := lim
ε→+0

∫

|x|>ε

ϕ(x)

x
dx ≡ p.v.

∫ ∞

−∞

ϕ(x)

x
dx

on D(R) is called the principal value of 1
x
. We denote it by T = p.v. 1

x
.

Remark. Note that 1
x
/∈ L1

loc(R) but we have the following

Exercise 14. Prove that

〈p.v.
1

x
, ϕ〉 =

∫ ∞

0

ϕ(x) − ϕ(−x)
x

dx = p.v.
∫ ∞

−∞

ϕ(x) − ϕ(0)

x
dx.

Example 4.3. Let σ be a hypersurface of dimension n− 1 in R
n and let dσ stand for

an element of surface area on σ. Consider the functional

〈T, ϕ〉 =
∫

σ
a(x)ϕ(x)dσ

on D, where a(x) is a locally integrable function over σ. We can interpret T in terms
of surface source. Indeed,

〈
∫

σ
a(ξ)δ(x− ξ)dσξ, ϕ〉 :=

∫

σ
a(ξ)〈δ(x− ξ), ϕ(x)〉dσξ =

∫

σ
a(ξ)ϕ(ξ)dσξ.

It is easy to see that T is a singular distribution. This distribution is known as the
simple layer.

Definition. If T ∈ D′ and g ∈ C∞(Rn) then we may define the product gT by

〈gT, ϕ〉 := 〈T, gϕ〉, ϕ ∈ D.

This product is well-defined because gϕ ∈ D.

If f is a locally integrable function whose derivative ∂f
∂xj

is also locally integrable,

then
Æ
∂f

∂xj
, ϕ

∏
=
∫

Rn

∂f

∂xj
ϕ(x)dx = −

∫

Rn
f
∂ϕ

∂xj
dx = −

Æ
f,
∂ϕ

∂xj

∏
, ϕ ∈ D

by integration by parts. This property is used to define the derivative of any distribu-
tion.
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Definition. Let T be a distribution from D′. For any multi-index α we define the
derivative ∂αT by

〈∂αT, ϕ〉 := 〈T, (−1)|α|∂αϕ〉, ϕ ∈ D.

It is easily seen that ∂αT ∈ D′.

Example 4.4. Consider the Heaviside function H(x). Since H ∈ L1
loc(R) then

〈H ′, ϕ〉 = −〈H,ϕ′〉 = −
∫ ∞

0
ϕ′(x)dx = ϕ(0) = 〈δ, ϕ〉.

Hence H ′ = δ.

Example 4.5. Let us prove that in the sense of Schwartz distributions (log |x|)′ =
p.v. 1

x
. Indeed,

〈(log |x|)′, ϕ〉 = −〈log |x|, ϕ′〉 = −
∫ ∞

−∞
log(|x|)ϕ′(x)dx

= −
∫ ∞

0
log(x)ϕ′(x)dx−

∫ 0

−∞
log(−x)ϕ′(x)dx

= −
∫ ∞

0
log(x)(ϕ′(x) + ϕ′(−x))dx = −

∫ ∞

0
log(x)(ϕ(x) − ϕ(−x))′dx

= − log(x) [ϕ(x) − ϕ(−x)]∞0 +
∫ ∞

0

ϕ(x) − ϕ(−x)
x

dx = 〈p.v.
1

x
, ϕ〉

by integration by parts and Exercise 14.

Exercise 15. Prove that Ç
p.v.

1

x

å′
= −p.v.

1

x2
.

The following characterization of D′ is given without a proof: T ∈ D′ if and only
if for any compact K ⊂ R

n there exists n0(K) ∈ N0 such that

|〈T, ϕ〉| ≤ C0

∑

|α|≤n0

sup
x∈K

|Dαϕ|

for any ϕ ∈ D with suppϕ ⊂ K.

Definition. Functional T : S → C is a tempered distribution if

1) T is linear i.e. 〈T, αϕ+ βψ〉 = α〈T, ϕ〉 + β〈T, ψ〉 for all α, β ∈ C and ϕ, ψ ∈ S

2) T is a continuous on S, i.e. there exists n0 ∈ N0 and constant c0 > 0 such that

|〈T, ϕ〉| ≤ c0
∑

|α|,|β|≤n0

|ϕ|α,β

for any ϕ ∈ S.

20



The space of tempered distributions is denoted by S ′. In addition, for Tk, T ∈ S ′ the

convergence Tk
S′→ T means that 〈Tk, ϕ〉 C→ 〈T, ϕ〉 for all ϕ ∈ S.

Remark. Since D ⊂ S the space of tempered distributions is more narrow than the
space of Schwartz distributions, S ′ ⊂ D′. Later we will consider even more narrow
distribution space E ′ which consists of continuous linear functionals on the (widest test
function) space E := C∞(Rn). In short, D ⊂ S ⊂ E implies that

E ′ ⊂ S ′ ⊂ D′.

It turns out that members of E ′ have compact support and that’s why they are called
distributions with compact support. But more on that later.

Example 4.6. Let us consider R
1.

1) It is clear that f(x) = e|x|
2

is a Schwartz distribution, but not a tempered distri-
bution, because part 2) of the previous definition is not satisfied.

2) If f(x) =
m∑
k=0

akx
k is a polynomial then f(x) ∈ S ′ since

|〈Tf , ϕ〉| =

∣∣∣∣∣∣

∫

R

m∑

k=0

akx
kϕ(x)dx

∣∣∣∣∣∣

≤
m∑

k=0

|ak|
∫

R

(1 + |x|)−1−δ(1 + |x|)1+δ|x|k|ϕ(x)|dx

≤ C
m∑

k=0

|ak||ϕ|0,k+1+δ

∫

R

(1 + |x|)−1−δdx,

so the condition 2) is satisfied e.g. for δ = 1, n0 = m + 2. This polynomial is a
regular distribution since 〈Tf , ϕ〉 =

∫
R
f(x)ϕ(x)dx is well-defined.

Definition. Let T be a distribution from D′. Then the support of T is defined by

suppT := R
n \ A,

where A = {x ∈ R
n : 〈T, ϕ〉 = 0 for anyϕ ∈ C∞ with suppϕ ⊂ Uδ(x)}.

Exercise 16. Prove that

1) if f is continuous then
suppTf = supp f

2) supp(∂αT ) ⊂ suppT

3) supp δ = {0}.

21



Example 4.7. 1) The weighted Lebesgue spaces are defined as

Lpσ(R
n) := {f ∈ Lploc(R

n) : ‖f‖Lp
σ

:=
Å∫

Rn
(1 + |x|)σp|f(x)|pdx

ã 1
p

<∞}

for 1 ≤ p <∞ and

L∞
σ (Rn) := {f ∈ L∞

loc(R
n) : ‖f‖L∞

σ
:= ess sup

x∈Rn
(1 + |x|)σ|f(x)| <∞}.

If f ∈ L1
−δ(R

n) for some δ > 0 then Tf ∈ S ′. In fact,

|〈Tf , ϕ〉| =
∣∣∣∣
∫

Rn
fϕdx

∣∣∣∣ ≤ ‖f‖L1
−δ

‖ϕ‖L∞
δ
.

It means that
∫
R
fϕdx is well-defined in this case and

〈Tf , ϕ〉 :=
∫

Rn
fϕdx.

2) If f ∈ Lp, 1 ≤ p ≤ ∞, then f ∈ S ′. Indeed,

Lp(Rn) ⊂ L1
−δ(R

n) for δ >
n

p′
,

where 1
p

+ 1
p′ = 1. This follows from Hölder’s inequality

∫

R

(1 + |x|)−δ|f(x)|dx ≤
Å∫

R

(1 + |x|)−δp′dx
ã 1

p′ ‖f‖Lp .

3) Let T ∈ S ′, and ϕ0(x) ∈ C∞
0 (Rn) with ϕ0(0) = 1. The product ϕ0

Ä
x
k

ä
T is

well-defined in S ′ by
≠
ϕ0

Åx
k

ã
T, ϕ

∑
:=

≠
T, ϕ0

Åx
k

ã
ϕ
∑
.

If we consider the sequence Tk := ϕ0

Ä
x
k

ä
T then

1) 〈Tk, ϕ〉 ≡ 〈T, ϕ0(
x
k
)ϕ〉 k→∞→ 〈T, ϕ〉 (since ϕ0(

x
k
)ϕ

S→ ϕ) so that Tk
S′→ T .

2) Tk has compact support as a tempered distribution. This fact follows from
the compactness of ϕk = ϕ0(

x
k
).

Now we are ready to prove more serious and more useful fact.

Theorem 1. Let T ∈ S ′. Then there exists Tk ⊂ S such that

〈Tk, ϕ〉 =
∫

Rn
Tk(x)ϕ(x)dx→ 〈T, ϕ〉, k → ∞,

where ϕ ∈ S. In short, S
S′
= S ′.
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Proof. Let j(x) be a function fromD ≡ C∞
0 (Rn) with

∫
Rn j(x)dx = 1 and j(−x) = j(x).

Let jk(x) := knj(kx). By Lemma 1 of Chapter 2 we have

lim
k→∞

〈jk, ϕ〉 = lim
k→∞

∫

Rn
jk(x)ϕ(x)dx = ϕ(0)

for any ϕ ∈ S. That is, jk(x)
S′→ δ(x).

The convolution of two integrable functions g and ϕ is defined by

(g ∗ ϕ)(x) :=
∫

Rn
g(x− y)ϕ(y)dy.

If h and g are integrable functions and ϕ ∈ S then it follows from Fubini’s theorem
that

〈h ∗ g, ϕ〉 =
∫

Rn
ϕ(x)dx

∫

Rn
h(x− y)g(y)dy =

∫

Rn
g(y)dy

∫

Rn
h(x− y)ϕ(x)dx

=
∫

Rn
g(y)dy

∫

Rn
Rh(y − x)ϕ(x)dx = 〈g,Rh ∗ ϕ〉,

where Rh(z) := h(−z) is the reflection of h.
Let now ϕ0(x) ∈ D with ϕ0(0) = 1. For any T ∈ S ′ let us put Tk := jk ∗ T̃k, where

T̃k = ϕ0

Ä
x
k

ä
T . From above considerations we know that 〈jk ∗ T̃k, ϕ〉 = 〈T̃k, Rjk ∗ ϕ〉.

Let us prove that this Tk meets the requirements of this theorem. First of all,

〈Tk, ϕ〉 ≡ 〈jk ∗ T̃k, ϕ〉 = 〈T̃k, Rjk ∗ ϕ〉 = 〈ϕ0

Åx
k

ã
T, jk ∗ ϕ〉

= 〈T, ϕ0

Åx
k

ã
(jk ∗ ϕ)〉 → 〈T, ϕ〉, k → ∞,

because

a) ϕ0

Ä
x
k

ä
→ 1 pointwise for k → ∞, since ϕ0(0) = 1 and ϕ0(

x
k
)ϕ

S→ ϕ

b) jk ∗ ϕ S→ ϕ for k → ∞ by Lemma 1 of Chapter 2:
∫

Rn
jk(x− y)ϕ(y)dy =

∫

Rn
jk(z)ϕ(x− z)dz → ϕ(x).

Finally jk(x) ∈ C∞
0 (Rn) implies that Tk ∈ C∞

0 (Rn) ⊂ S also.

Definition. Let us assume that L : S → S is a linear continuous map. The adjoint
map L′ : S ′ → S ′ is defined by

〈L′T, ϕ〉 := 〈T, Lϕ〉, T ∈ S ′.

Clearly, L′ is also a linear continuous map.

Corollary. Any linear continuous map (operator) L : S → S admits a linear continu-
ous extension ‹L : S ′ → S ′.
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Proof. If T ∈ S ′ then by Theorem 1 there exists Tk ⊂ S such that Tk
S′→ T . Then

〈LTk, ϕ〉 = 〈Tk, L′ϕ〉 → 〈T, L′ϕ〉 := 〈‹LT, ϕ〉, k → ∞.

Now we are in the position to formulate

Theorem 2 (Properties of tempered distributions). The following linear continuous
operators from S into S admit unique linear continuous extensions as maps from S ′

into S ′:

1) 〈uT, ϕ〉 := 〈T, uϕ〉, u ∈ S;

2) 〈∂αT, ϕ〉 := 〈T, (−1)|α|∂αϕ〉;

3) 〈τhT, ϕ〉 := 〈T, τ−hϕ〉;

4) 〈σλT, ϕ〉 := 〈T, |λ|−nσ 1
λ
ϕ〉, λ 6= 0;

5) 〈FT, ϕ〉 := 〈T, Fϕ〉.
Proof. See the previous definition, Theorem 1 and its corollary.

Remark. Since 〈F−1FT, ϕ〉 = 〈FT, F−1ϕ〉 = 〈T, FF−1ϕ〉 = 〈T, ϕ〉 we have that
F−1F = FF−1 = I in S ′.

Example 4.8. 1) Since

〈F1, ϕ〉 ≡ 〈1, Fϕ〉 =
∫

Rn
(Fϕ)(ξ)dξ = (2π)

n
2 (2π)−

n
2

∫

Rn
ei(0,ξ)Fϕdξ

= (2π)
n
2F−1Fϕ(0) = (2π)

n
2ϕ(0) = (2π)

n
2 〈δ, ϕ〉

for any ϕ ∈ S we have that
1̂ = (2π)

n
2 δ

in S ′.

2) δ̂ = (2π)−
n
2 · 1, since

〈δ̂, ϕ〉 = 〈δ, Fϕ〉 = Fϕ(0) = (2π)−
n
2

∫

Rn
e−i(0,x)ϕ(x)dx = (2π)−

n
2 〈1, ϕ〉, ϕ ∈ S.

Moreover, F−1δ = (2π)−
n
2 · 1 in S ′.

3)
÷
e−a

x2

2 = a−
n
2 e−

ξ2

2a ,Re a ≥ 0, a 6= 0. Indeed, for a > 0 we know that

F (e−a
x2

2 ) = F (e−
(
√

ax)2

2 ) = a−
n
2 e−

ξ2

2a .

If a is such that Re a ≥ 0, a 6= 0, then we can use analytic continuation of these
formulas.
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4) Consider (1 − ∆)u = f , where ∆ = ∂2

∂x2
1

+ · · · + ∂2

∂x2
n

is the Laplacian in R
n and

u and f ∈ S ′. This equation can be solved in S ′ using the Fourier transform.
Indeed, we get

(1 + |ξ|2)û = f̂

or
û = (1 + |ξ|2)−1f̂

or
u = F−1((1 + |ξ|2)−1Ff).

If f ∈ S then Ff ∈ S and (1 + |ξ|2)−1Ff ∈ S also and then u ∈ S exists. If

f ∈ S ′ then by Theorem 1 there exists fk ∈ S such that fk
S′→ f . That’s why we

may conclude that

u
S′
= lim

k→∞
uk,

where uk = F−1((1 + |ξ|2)−1Ffk).

Exercise 17. Let P (D) be an elliptic partial differential operator

P (D) =
∑

|α|≤m
aαD

α

with constant coefficients and P (ξ) 6= 0 for ξ 6= 0. Prove that if u ∈ S ′ and Pu = 0
then u is a polynomial.

Corollary. If ∆u = 0 in S ′ and |u| ≤ const then u ≡const.

Exercise 18. Prove that

1) F (p.v. 1
x
) = −i

»
π
2

sgn ξ

2) F (p.v. 1
x2 ) = −

»
π
2
|ξ|.

Definition. Introduce the tempered distributions

1

x± i0
:= lim

ε↓0

1

x± iε

i.e. Æ
1

x± i0
, ϕ

∏
= lim

ε↓0

Æ
1

x± iε
, ϕ

∏
, ϕ ∈ S.

In a similar fashion,
1

(x± i0)2
:= lim

ε↓0

1

(x± iε)2

in S ′.
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Example 4.9. We know from Example 3.2 that

◊� 1

x+ iε
(ξ) =




−i

√
2πH(ξ)e−εξ, ξ 6= 0

−i
»

π
2
, ξ = 0

and
◊� 1

x− iε
(ξ) =




i
√

2πH(−ξ)eεξ, ξ 6= 0

i
»

π
2
, ξ = 0.

Hence
◊� 1

x+ i0
= lim

ε↓0

◊� 1

x+ iε
=




−i

√
2πH(ξ), ξ 6= 0

−i
»

π
2
, ξ = 0

and
◊� 1

x− i0
= lim

ε↓0

◊� 1

x− iε
=




i
√

2πH(−ξ), ξ 6= 0

i
»

π
2
, ξ = 0.

It follows from Exercise 18 that

◊� 1

x+ i0
+

◊� 1

x− i0
= −i

√
2π sgn ξ = 2

Ç
−i

�
π

2
sgn ξ

å
= 2

÷
p.v.

1

x

and thus
1

x+ i0
+

1

x− i0
= 2p.v.

1

x
.

In a similar fashion,

◊� 1

x− i0
−

◊� 1

x+ i0
= i

√
2π · 1 = i

√
2π

√
2πδ̂ = 2πiδ̂

and so
1

x− i0
− 1

x+ i0
= 2πiδ.

Add and subtract to get finally

1

x+ i0
= p.v.

1

x
− iπδ and

1

x− i0
= p.v.

1

x
+ iπδ.

Exercise 19. Prove that

1)
⁄�1
(x+ i0)2

= −
√

2πξH(ξ) and
⁄�1
(x− i0)2

=
√

2πξH(−ξ)

2)

1

(x+ i0)2
+

1

(x− i0)2
= 2p.v.

1

x2
and

1

(x− i0)2
− 1

(x+ i0)2
= −2πiδ′
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3)
1

(x+ i0)2
= p.v.

1

x2
+ πiδ′ and

1

(x− i0)2
= p.v.

1

x2
− πiδ′

4)

◊�log |x| = −
�
π

2
p.v.

1

|ξ|

5)
”xβ = (2π)n/2i|β|∂βδ.

Exercise 20. Prove that

1)

Ĥ(ξ) = − i√
2π

· 1

ξ − i0

2)

‘sgn(ξ) = − i»
π
2

p.v.
1

ξ
.

Example 4.10. Since

〈‘∂αδ, ϕ〉 = 〈∂αδ, ϕ̂〉 = (−1)|α|〈δ, ∂αϕ̂〉 = 〈δ, i|α|‘ξαϕ〉
= 〈δ̂, (iξ)αϕ〉 = 〈(2π)−

n
2 , (iξ)αϕ〉 = 〈(2π)−

n
2 (iξ)α, ϕ〉

we get
‘∂αδ = (2π)−

n
2 (iξ)α.

In particular, in dimension one,

‘δ(k) =
1√
2π
ikξk, x̂k =

√
2πikδ(k).

Consider the Cauchy-Riemann operators

∂ :=
1

2

Ç
∂

∂x
+ i

∂

∂y

å

and

∂ :=
1

2

Ç
∂

∂x
− i

∂

∂y

å

in R
2.

Let us prove the following facts about these operators:

1)

∂ · ∂̄ = ∂̄ · ∂ =
1

4
∆,
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2)
1

π
∂̄

Ç
1

z

å
= δ in R

2

The last fact means that
1

π

1

x+ iy

is the fundamental solution of ∂̄. Taking the Fourier transform of 2) gives us

̂
∂

1

z
(ξ) = πδ̂(ξ)

which is equivalent to

1

2
(iξ1 − ξ2) ·

“1
z
(ξ) = π · (2π)−1 · 1 =

1

2
or “1

z
(ξ) =

1

iξ1 − ξ2
= −i 1

ξ1 + iξ2
, ξ 6= 0.

Let us check that this indeed holds true. We have, by Example 3.2,

“1
z
(ξ) =

1

2π

∫

R2

e−i(ξ1x+ξ2y)

x+ iy
dxdy =

1

2π

∫ ∞

−∞
e−iξ2ydy

∫ ∞

−∞

e−iξ1x

x+ iy
dx

=
1

2π

∫ ∞

0
e−iξ2ydy

∫ ∞

−∞

e−iξ1x

x+ iy
dx+

1

2π

∫ 0

−∞
e−iξ2ydy

∫ ∞

−∞

e−iξ1x

x+ iy
dx

=
1

2π

∫ ∞

0
e−iξ2y

√
2π(−i

√
2πH(ξ1)e

−yξ1)dy

+
1

2π

∫ 0

−∞
e−iξ2y

√
2π(i

√
2πH(−ξ1)e−yξ1)dy

= −i
Ç
H(ξ1)

∫ ∞

0
e−y(ξ1+iξ2)dy −H(−ξ1)

∫ 0

−∞
e−y(ξ1+iξ2)dy

å
.

For ξ1 > 0 we have

−i
∫ ∞

0
e−y(ξ1+iξ2)dy = i

e−y(ξ1+iξ2)

ξ1 + iξ2

∣∣∣∣∣

∞

0

= −i 1

ξ1 + iξ2
.

For ξ1 < 0 we have

i
∫ 0

−∞
e−y(ξ1+iξ2)dy = −i e

−y(ξ1+iξ2)

ξ1 + iξ2

∣∣∣∣∣

0

−∞
= −i 1

ξ1 + iξ2
.

Hence “1
z
(ξ) = − i

ξ1 + iξ2
which proves 2). Part 1) is established with a simple calculation:

∂ · ∂ =
1

4

Ç
∂

∂x
− i

∂

∂y

åÇ
∂

∂x
+ i

∂

∂y

å
=

1

4

(Ç
∂

∂x

å2

+

Ç
∂

∂y

å2
)

=
1

4
∆ = ∂ · ∂.
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5 Convolutions in S and S ′

Consider first the direct product of distributions. Let T1, T2, . . . , Tn be one-dimensional
tempered distributions, Tj ∈ S ′(R), j = 1, 2, . . . , n. The product T1(x1) · · ·Tn(xn) can
be formally defined by

〈T1(x1) · · ·Tn(xn), ϕ(x1, . . . , xn)〉 = 〈T1(x1) · · ·Tn−1(xn−1), ϕ1(x1, . . . , xn−1)〉
= 〈T1(x1) · · ·Tn−2(xn−2), ϕ2(x1, . . . , xn−2)〉
= · · · = 〈T1(x1), ϕn−1(x1)〉,

where

ϕ1(x1, . . . , xn−1) := 〈Tn(xn), ϕ(x1, . . . , xn)〉 ∈ S(Rn−1)

ϕj(x1, . . . , xn−j) := 〈Tn−j+1, ϕj−1(x1, . . . , xn−j+1)〉 ∈ S(Rn−j).

In this sense it is clear that

δ(x1, . . . , xn) = δ(x1) · · · δ(xn).

But the product T1(x)T2(x), where x are the same, in general case does not exist, that
is, it is impossible to define such product. We remedy this by recalling

Definition. The convolution ϕ ∗ ψ of the functions ϕ ∈ S and ψ ∈ S is defined as

(ϕ ∗ ψ)(x) :=
∫

Rn
ϕ(x− y)ψ(y)dy.

We can observe the following immediately.

1) The convolution is commutative for any n ≥ 1. If n ≥ 2, then

(ϕ ∗ ψ)(x) =
∫

Rn
ϕ(x− y)ψ(y)dy =

∫

Rn
ϕ(z)ψ(x− z)dz = (ψ ∗ ϕ)(x).

If n = 1 then

(ϕ ∗ ψ)(x) =
∫ ∞

−∞
ϕ(x− y)ψ(y)dy = −

∫ −∞

∞
ϕ(z)ψ(x− z)dz

=
∫ ∞

−∞
ψ(x− z)ϕ(z)dz = (ψ ∗ ϕ)(x).

2) It is also clear that the convolution is well-defined for ϕ and ψ from S, and
moreover for any α ≥ 0,

∂αx (ϕ ∗ ψ)(x) = (∂αϕ ∗ ψ)(x) =
∫

Rn
∂αxϕ(x− y)ψ(y)dy

=
∫

Rn
(−1)|α|∂αy ϕ(x− y)ψ(y)dy = (−1)2|α|

∫

Rn
ϕ(x− y)∂αy ψ(y)dy

= (ϕ ∗ ∂αψ)(x),

where we integrated by parts and used the fact that ∂xj
ϕ(x−y) = −∂yj

ϕ(x−y).
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We would like to prove that for ϕ and ψ from S it follows that ϕ ∗ ψ from S also. In
fact,

a) ϕ ∗ ψ ∈ C∞(Rn) since ∂α(ϕ ∗ ψ) = ϕ ∗ ∂αψ and ∂α : S → S.

b) ϕ ∗ ψ decreases at the infinity faster than any inverse power:

∣∣∣∣
∫

Rn
ϕ(x− y)ψ(y)dy

∣∣∣∣ ≤ c1

∫

|y|≤ |x|
2

1

|x− y|m |ψ(y)|dy + c2

∫

|y|> |x|
2

|ψ(y)|dy

≤ c′1
|x|m

∫

|y|≤ |x|
2

|ψ(y)|dy + c2

∫

|y|> |x|
2

|y|−m|y|m|ψ(y)|dy

≤ c′′1
|x|m +

c′′2
|x|m = c|x|−m, m ∈ N.

Next we collect some important inequalities involving the convolution.

1) Hölder’s inequality implies that

‖ϕ ∗ ψ‖L∞(Rn) ≤ ‖ϕ‖Lp(Rn) · ‖ψ‖Lp′ (Rn) , (5.1)

where 1
p

+ 1
p′ = 1, 1 ≤ p ≤ ∞. It means that the convolution is well-defined even

for ϕ ∈ Lp(Rn) and ψ ∈ Lp
′
(Rn). In particular,

‖ϕ ∗ ψ‖L∞(Rn) ≤ ‖ϕ‖L1(Rn) · ‖ψ‖L∞(Rn) . (5.2)

2) It follows from Fubini’s theorem that

‖ϕ ∗ ψ‖L1 ≤
∫

Rn
dx
∫

Rn
|ϕ(x− y)||ψ(y)|dy

=
∫

Rn
|ψ(y)|dy

∫

Rn
|ϕ(x− y)|dx = ‖ϕ‖L1 ‖ψ‖L1 . (5.3)

3) Interpolating (5.2) and (5.3) leads us to

‖ϕ ∗ ψ‖Lp ≤ ‖ϕ‖L1 · ‖ψ‖Lp . (5.4)

4) Interpolating (5.1) and (5.3) leads us to

‖ϕ ∗ ψ‖Ls ≤ ‖ϕ‖Lr · ‖ψ‖Lq , (5.5)

where
1

s
=

θ

∞ +
1 − θ

1
,

1

r
=
θ

p
+

1 − θ

1
,

1

q
=
θ

p′
+

1 − θ

1
.

It follows that

θ = 1 − 1

s
.
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Thus

1

r
=

1

p

Ç
1 − 1

s

å
+

1

s
=

1

p
+

1

s

Ç
1 − 1

p

å
=

1

p
+

1

s
· 1

p′
= 1 − 1

p′
+

1

s
· 1

p′
.

But

1

p′
=

1

q
· 1

θ
− 1 − θ

θ
=

Ç
1

q
− 1

å
1

θ
+ 1 =

Ç
1

q
− 1

å
·
(

1

1 − 1
s

)
+ 1.

Finally we have

1

r
= 1 − 1

p′

Ç
1 − 1

s

å
= 1 −

Ç
1 − 1

s

å [Ç
1

q
− 1

å
1

1 − 1
s

+ 1

]
= 1 − 1

q
+ 1 − 1 +

1

s

or

1 +
1

s
=

1

r
+

1

q
.

Now we are in the position to consider the Fourier transform of a convolution.

1) Let ϕ, ψ ∈ S. Then ϕ ∗ ψ ∈ S and F (ϕ ∗ ψ) ∈ S. Moreover,

F (ϕ ∗ ψ) = (2π)−
n
2

∫

Rn
e−i(x,ξ)dx

∫

Rn
ϕ(x− y)ψ(y)dy

= (2π)−
n
2

∫

Rn
ψ(y)dy

∫

Rn
e−i(x,ξ)ϕ(x− y)dx

= (2π)−
n
2

∫

Rn
ψ(y)e−i(y,ξ)dy

∫

Rn
ϕ(z)e−i(z,ξ)dz = (2π)

n
2Fϕ · Fψ,

i.e.
÷ϕ ∗ ψ = (2π)

n
2 ϕ̂ · “ψ.

Similarly,
F−1(ϕ ∗ ψ) = (2π)

n
2F−1ϕ · F−1ψ.

Hence
ϕ ∗ ψ = (2π)

n
2F (F−1ϕ︸ ︷︷ ︸

ϕ1

·F−1ψ︸ ︷︷ ︸
ψ1

)

which implies that
Fϕ1 ∗ Fψ1 = (2π)

n
2F (ϕ1 · ψ1)

or
’ϕ · ψ = (2π)−

n
2 ϕ̂ ∗ “ψ.

2) Let us assume that ϕ ∈ L1 and ψ ∈ Lp, 1 ≤ p ≤ 2. Then (5.4) implies that
ϕ ∗ ψ ∈ Lp, 1 ≤ p ≤ 2. Further, F (ϕ ∗ ψ) belongs to Lp

′
by Hausdorff-Young

inequality. Thus,
÷ϕ ∗ ψ = (2π)

n
2 ϕ̂ · “ψ ∈ Lp

′
.
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Lemma 1. Let ϕ(x) be a function from L1(Rn) with
∫
Rn ϕ(x)dx = 1 and let ψ(x) be a

function from L2(Rn). Let us set ϕε(x) := ε−nϕ
Ä
x
ε

ä
, ε > 0. Then

lim
ε→+0

ϕε ∗ ψ L2(Rn)
= ψ.

Proof. By (5.4) we have that ϕε ∗ ψ ∈ L2(Rn). Then

◊�ϕε ∗ ψ = (2π)
n
2 ϕ̂ε · “ψ

in L2. But

ϕ̂ε = ε−n
◊�
ϕ
Åx
ε

ã
= ε−n‘σ 1

ε
ϕ(ξ) = ε−n

Ç
1

ε

å−n
ϕ̂(εξ) = ϕ̂(εξ)

L∞→ ϕ̂(0), ε→ +0.

Note also that
ϕ̂(0) = (2π)−

n
2

∫

Rn
e−i(0,x)ϕ(x)dx = (2π)−

n
2 .

Hence
◊�ϕε ∗ ψ = (2π)

n
2 ϕ̂(εξ) · “ψ(ξ)

L2→ “ψ(ξ), ε→ +0.

By Fourier inversion formula it follows that

ϕε ∗ ψ L2→ ψ, ε→ +0.

Theorem 1. For any fixed function ϕ from S(Rn) the map ϕ ∗ T has, as a linear
continuous map from S to S (with respect to T ), a unique linear continuous extension
as a map from S ′ to S ′ (with respect to T ) as follows:

〈ϕ ∗ T, ψ〉 := 〈T,Rϕ ∗ ψ〉,
where Rϕ(x) := ϕ(−x). Moreover, this extension has the properties

1) ÷ϕ ∗ T = (2π)
n
2 ϕ̂ · “T

2) ∂α(ϕ ∗ T ) = ∂αϕ ∗ T = ϕ ∗ ∂αT .

Proof. Let us assume that ϕ, ψ and T belong to the Schwartz space S(Rn). Then we
have checked already the properties 1) and 2) above. But we can easily check that for
such functions the definition is also true. In fact,

〈ϕ ∗ T, ψ〉 =
∫

Rn
(ϕ ∗ T )(x)ψ(x)dx =

∫

Rn

∫

Rn
ϕ(x− y)T (y)dyψ(x)dx

=
∫

Rn
T (y)

∫

Rn
ϕ(x− y)ψ(x)dxdy

=
∫

Rn
T (y)dy

∫

Rn
Rϕ(y − x)ψ(x)dx = 〈T,Rϕ ∗ ψ〉.

For the case T ∈ S ′ the statement of this theorem follows from the fact that S
S′
= S ′

(see Theorem 1 from Chapter 4).
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Corollary. Since ϕ ∗ T = T ∗ ϕ for ϕ and T from S then we may define T ∗ ϕ as
follows (for T ∈ S ′)

〈T ∗ ϕ, ψ〉 := 〈T,Rϕ ∗ ψ〉.
Example 5.1. 1) It is true that δ ∗ ϕ = ϕ. Indeed,

〈δ ∗ ϕ, ψ〉 = 〈δ, Rϕ ∗ ψ〉 = (Rϕ ∗ ψ)(0)

=
∫

Rn
ϕ(y − x)ψ(y)dy |x=0=

∫

Rn
ϕ(y)ψ(y)dy = 〈ϕ, ψ〉.

Alternatively, we note that

’δ ∗ ϕ = (2π)
n
2 δ̂ · ϕ̂ = 1 · ϕ̂ = ϕ̂

is equivalent to
δ ∗ ϕ = ϕ

in S ′.

2) Property 2) of Theorem 1 and part 1) of this example imply that

∂α(δ ∗ ϕ) = δ ∗ ∂αϕ = ∂αϕ.

3) Let us consider again the equation (1−∆)u = f for u and f ∈ L2 (or even from
S ′). Then (1 + |ξ|2)û = f̂ is still valid in L2 and û = (1 + |ξ|2)−1f̂ or

u(x) = F−1

Ç
1

1 + |ξ|2 f̂
å

= (2π)−
n
2F−1

Ç
1

1 + |ξ|2
å
∗ f =

∫

Rn
K(x− y)f(y)dy,

where

K(x− y) :=
1

(2π)n

∫

Rn

ei(x−y,ξ)

1 + |ξ|2 dξ.

This is the inverse Fourier transform of locally integrable function. This function
K is the free space Green’s function of the operator 1 − ∆ in R

n. We calculate
this integral precisely later.

Lemma 2. Let j(x) be a function from L1(Rn) with
∫
Rn j(x)dx = 1. Set jε(x) =

ε−nj
Ä
x
ε

ä
, ε > 0. Then

‖jε ∗ f − f‖Lp → 0, ε→ +0

for any function f ∈ Lp(Rn), 1 ≤ p <∞. In the case p = ∞ we can state only the fact
∫

Rn
(jε ∗ f)gdx→

∫

Rn
f · gdx, ε→ +0

for any g ∈ L1(Rn).

Exercise 21. Prove Lemma 2 and find a counterexample as to why the first part fails
for p = ∞.

Remark. If j ∈ C∞
0 (Rn) or S(Rn) then jε ∗ f ∈ C∞

0 (Rn) or S(Rn) also for any f ∈
Lp(Rn), 1 ≤ p <∞.
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6 Sobolev spaces

Lemma 1. For any function f ∈ L2(Rn) the following statements are equivalent:

1) ∂f
∂xj

(x) ∈ L2(Rn),

2) ξj f̂(ξ) ∈ L2(Rn),

3) lim
t→0

∆t
jf(x)

t
exists in L2(Rn). Here ∆t

jf(x) := f(x + tej) − f(x) with t ∈ R and

ej = (0, . . . , 1, 0, . . . , 0).

4) There exists {fk}∞k=1, fk ∈ S, such that fk
L2→ f and ∂fk

∂xj
has a limit in L2(Rn),

Proof. 1) ⇔ 2): Since
’Djf = ξj f̂

we have ∥∥∥ξj f̂
∥∥∥
L2

= ‖Djf‖L2

by the Parseval equality.

2) ⇒ 3): Let ξj f̂ be a function from L2(Rn). Then the equality

÷1
t
∆t
jf(ξ) =

1

t
(eitξj − 1)f̂(ξ) =

eitξj − 1

tξj
· ξj f̂(ξ)

holds. But
eitξj − 1

tξj
→ i

pointwise as t→ 0. Hence

÷1
t
∆t
jf

L2→ iξj f̂ , t→ 0

i.e. (again due to Parseval equality)

1

t
∆t
jf

L2→ ∂f

∂xj
, t→ 0.

The same arguments lead us to the statement that 3) ⇒ 1).

4) ⇒ 1): Let fk be a sequence from S such that fk
L2→ f . Then fk

S′→ f and ∂fk

∂xj

S′→ ∂f
∂xj

also. By the condition 4) we have that the limit lim
k→∞

∂fk

∂xj

L2

= g exists. That’s why

we may conclude that ∂fk

∂xj

S′→ g. It means that g = ∂f
∂xj

in S ′.

34



2) ⇒ 4): Write f̂(ξ) as the sum of two functions f̂(ξ) = g(ξ) + h(ξ), where

g(ξ) = f̂(ξ)χ{|ξj |<1}, h(ξ) = f̂(ξ)χ{|ξj |>1}.

Let {gk} be a sequence in S such that, gk
L2→ g and supp gk ⊂ {|ξj| < 2}. Let

{hk} be a sequence in S such that, hk
L2→ ξjh and supphk ⊂ {|ξj| > 1

2
}. If we

define the sequence fk(x) = F−1
(
gk + hk

ξj

)
(x), then

f̂k(ξ) = gk +
hk
ξj

L2→ g(ξ) + h(ξ) = f̂(ξ).

But ‘∂fk
∂xj

= iξjgk + ihk
L2→ iξj(g + h) = iξj f̂ .

It means that (by Fourier inversion formula or Parseval equality)

∂fk
∂xj

L2→ F−1(iξj f̂) =
∂f

∂xj
.

We have also the following generalization of Lemma 1 to multi-index α.

Lemma 2. Let f be a function from L2(Rn) and let s ∈ N. Then the following
statements are equivalent:

1) Dαf ∈ L2(Rn), |α| ≤ s;

2) ξαf̂ ∈ L2(Rn), |α| ≤ s;

3) lim
h→0

∆α
hf

hα exists in L2(Rn), |α| ≤ s. Here ∆α
hf := (∆α1

h1
· · ·∆αn

hn
)f and h ∈ R

n with

hj 6= 0 for all j = 1, 2, . . . , n.

4) There exists fk ∈ S such that, fk
L2→ f and Dαfk has a limit in L2(Rn) for

|α| ≤ s.

Proof. Follows from Lemma 1 by induction on |α|.
Definition. Let s > 0 be an integer. Then

Hs(Rn) := {f ∈ L2(Rn) :
∑

|α|≤s
‖Dαf‖L2 <∞}

is the (L2-based) Sobolev space of order s with the norm

‖f‖Hs(Rn) :=

Ñ
∑

|α|≤s
‖Dαf‖2

L2(Rn)

é1/2

.
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Remark. It is easy to check that Hs(Rn), s ∈ N, can be characterized by

Hs(Rn)={f ∈ L2(Rn) :
∫

Rn
(1 + |ξ|2)s|f̂(ξ)|2dξ <∞}.

Proof. It follows from Parseval equality that

∑

|α|≤s
‖Dαf‖2

L2 =
∑

|α|≤s

∥∥∥’Dαf
∥∥∥
2

L2
=
∑

|α|≤s

∥∥∥ξαf̂
∥∥∥
2

L2

=
∑

|α|≤s

∫

Rn
|ξα|2|f̂(ξ)|2dξ =

∫

Rn

∑

|α|≤s
|ξα|2|f̂(ξ)|2dξ.

But it is easily seen that there are positive constants c1 and c2 such that

c1(1 + |ξ|2)s ≤
∑

|α|≤s
|ξα|2 ≤ c2(1 + |ξ|2)s

or ∑

|α|≤s
|ξ|2α ≍ (1 + |ξ|2)s.

Therefore we may conclude, that

∑

|α|≤s
‖Dαf‖L2 <∞ ⇔

∑

|α|≤s
‖Dαf‖2

L2 <∞ ⇔
∫

Rn
(1 + |ξ|2)s|f̂(ξ)|2dξ <∞.

This property for an integer s justifies the following definition.

Definition. Let s be a real number. Then

Hs(Rn) := {f ∈ S ′ : (1 + |ξ|2) s
2 f̂ ∈ L2(Rn)}

with the norm

‖f‖Hs(Rn) :=
Å∫

Rn
(1 + |ξ|2)s|f̂(ξ)|2dξ

ã 1
2

.

Definition. Let s > 0 be an integer and 1 ≤ p ≤ ∞. Then

W s
p (R

n) := {f ∈ Lp(Rn) :
∑

|α|≤s
‖Dαf‖Lp(Rn) <∞}

is called the Sobolev space with norm

‖f‖W s
p (Rn) :=

Ñ
∑

|α|≤s
‖Dαf‖pLp(Rn)

é1/p

.

36



Exercise 22. Let s > 0 be an even integer and 1 ≤ p ≤ ∞. Prove that

|f |W s
p (Rn) :=

Å∫
Rn

|F−1((1 + |ξ|2) s
2 f̂)|pdx

ã 1
p

is an equivalent norm in W s
p (R

n).

Definition. Let s > 0 be a real number and 1 ≤ p ≤ ∞. Then

W s
p (R

n) := {f ∈ S ′ :
Å∫

Rn
|F−1((1 + |ξ|2) s

2 f̂)|pdx
ã 1

p

<∞}

with the norm

‖f‖W s
p (Rn) :=

Å∫
Rn

|F−1((1 + |ξ|2) s
2 f̂)|pdx

ã 1
p

.

Exercise 23. Let s ∈ R. Prove that

f ∈ Hs(Rn)

if and only if
f̂ ∈ L2

s(R
n).

Proposition. Let us assume that 0 < s < 1. Then

∫

Rn
(1 + |ξ|2s)|f̂(ξ)|2dξ =

∫

Rn
|f(x)|2dx+ As

∫

Rn

∫

Rn

|f(x) − f(y)|2
|x− y|n+2s

dxdy, (6.1)

where As is a positive constant depending on s and n.

Remark. Since 1 + |ξ|2s ≍ (1 + |ξ|2)s, 0 < s < 1, then the right hand side of (6.1) is an
equivalent norm in Hs(Rn).

Proof. Denote by I the double integral appearing in the right hand side of (6.1). Then

I =
∫

Rn

∫

Rn
|f(y + z) − f(y)|2|z|−n−2sdydz

=
∫

Rn
|z|−n−2sdz

∫

Rn
|ei(z,ξ) − 1|2|f̂(ξ)|2dξ =

∫

Rn
|f̂(ξ)|2dξ

∫

Rn

|ei(z,ξ) − 1|2
|z|n+2s

dz

by Parseval equality and Exercise 4. We claim that

∫

Rn

|ei(z,ξ) − 1|2
|z|n+2s

dz = |ξ|2sA−1
s .

Indeed, if we consider the Householder reflection matrix

A := I − 2vvT

|v|2 , v = ξ − |ξ|e1, ξ ∈ R
n
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then AT = A−1 = A and Aξ = |ξ|e1 = (|ξ|, 0, . . . , 0). It follows that

|ξ|−2s
∫

Rn

|ei(z,ξ) − 1|2
|z|n+2s

dz = |ξ|−2s
∫

Rn

|ei(Az,Aξ) − 1|2
|z|n+2s

dz = |ξ|−2s
∫

Rn

|ei(y,Aξ) − 1|2
|y|n+2s

dy

= |ξ|−2s
∫

Rn

|eiy1|ξ| − 1|2
|y|n+2s

dy =
∫

Rn

|eiz1 − 1|2
|z|n+2s

dz := A−1
s .

Therefore
∫

Rn
|f(x)|2dx+As

∫

Rn

∫

Rn
|f(x)−f(y)|2|x−y|−n−2sdxdy =

∫

Rn
|f̂(ξ)|2dξ+

∫

Rn
|ξ|2s|f̂(ξ)|2dξ.

Remark. Note that As exists only for 0 < s < 1.

Exercise 24. Prove that

‖f‖2
Hk+s(Rn) ≍

∫

Rn
(1 + |ξ|2k+2s)|f̂(ξ)|2dξ ≍

∥∥∥f̂
∥∥∥
2

L2
+
∑

|α|=k

∫

Rn
|ξ|2s|’Dαf |2dξ

= ‖f‖2
L2 + As

∑

|α|=k

∫

Rn

∫

Rn
|Dαf(x) −Dαf(y)|2 · |x− y|−n−2sdxdy.

Example 6.1. 1 /∈ Hs(Rn) for any s. Indeed, assume that 1 ∈ Hs0(Rn) for some s0

(it is clear that s0 > 0). It means that (1 + |ξ|2) s0
2 1̂ ∈ L2(Rn). It follows from this fact

that 1̂ ∈ L2
loc(R

n) and, further, 1̂ ∈ L1
loc(R

n). But 1̂ = (2π)
n
2 δ, and we know that δ is

not a regular distribution.

Next we list some properties of Hs(Rn).

1) Since f ∈ Hs(Rn) if and only if f̂(ξ) ∈ L2
s(R

n) and L2
s(R

n) is a separable Hilbert
space with the scalar product

(f1, g1)L2
s(Rn) =

∫

Rn
(1 + |ξ|2)sf1 · g1dξ

then Hs(Rn) is also a separable Hilbert space and the scalar product can be
defined by

(f, g)Hs(Rn) =
∫

Rn
(1 + |ξ|2)sf̂ · ĝdξ.

Let us define Hs(Rn) for negative s.

Definition. Let us set for any positive real number s that

H−s(Rn) := (Hs(Rn))∗,

where (Hs(Rn))∗ denotes the adjoint space of Hs(Rn) in the sense of Hilbert space
L2(Rn) with the norm defined by

‖f‖H−s(Rn) := sup
06=g∈Hs(Rn)

|(f, g)L2(Rn)|
‖g‖Hs(Rn)

.
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2) For −∞ < s < t <∞ it follows that S ⊂ H t(Rn) ⊂ Hs(Rn) ⊂ S ′.

Example 6.2. δ ∈ Hs(Rn) if and only if s < −n
2
. Indeed, if we denote

〈ξ〉 := (1 + |ξ|2) 1
2

then δ ∈ Hs(Rn) is equivalent to (2π)−
n
2 〈ξ〉s ∈ L2(Rn) which in turn is equivalent to

s < −n
2
.

3) Let ϕ be a function from Hs(Rn) and ψ a function from H−s(Rn). Then ϕ̂ ∈
L2
s(R

n) and “ψ ∈ L2
−s(R

n), so that ϕ̂ · “ψ ∈ L1(Rn) by Hölder inequality. That’s
why we may define (momentarily, and with slight abuse of notation)

〈ϕ, ψ〉L2(Rn) :=
∫

Rn
ϕ̂ · “ψdξ

and get
|〈ϕ, ψ〉L2(Rn)| ≤ ‖ϕ‖Hs(Rn) · ‖ψ‖H−s(Rn) .

For example, if ϕ is a function from H
n
2
+1+ε(Rn), ε > 0 and ψ = ∂δ

∂xj
, then

Æ
∂δ

∂xj
, ϕ

∏

L2(Rn)

=
∫

Rn

‘∂δ
∂xj

· ϕ̂dξ = i(2π)−
n
2

∫

Rn
ξjϕ̂(ξ)dξ

is well-defined, since ϕ̂ ∈ L2
n
2
+1+ε(R

n) and ξj ∈ L2
−n

2
−1−ε(R

n).

4) Let
P (D) =

∑

|α|≤m
aαD

α

be a differential operator with constant coefficients. Then P (D) : Hs(Rn) →
Hs−m(Rn) for any real s.

Proof.

‖P (D)f‖2
Hs−m(Rn) =

∫

Rn
(1 + |ξ|2)s−m|ÿ�P (D)f |2dξ

=
∫

Rn
(1 + |ξ|2)s−m|P (ξ)|2 · |f̂(ξ)|2dξ

≤ c
∫

Rn
(1 + |ξ|2)s−m(1 + |ξ|2)m|f̂(ξ)|2dξ = c ‖f‖2

Hs(Rn) .

There is a generalization of this result. Let P (x,D) be a differential operator

P (x,D) =
∑

|α|≤m
aα(x)D

α

39



with variable coefficients such that |aα(x)| ≤ c0 for all x ∈ R
n and |α| ≤ m.

Then
P (x,D) : Hm(Rn) → L2(Rn).

Indeed,

‖P (x,D)f‖L2 ≤ c0
∑

|α|≤m
‖Dαf‖L2 = c0

∑

|α|≤m

∥∥∥ξαf̂
∥∥∥
L2

≤ c′0
∥∥∥(1 + |ξ|2)m

2 f̂
∥∥∥
L2

= c′0 ‖f‖Hm .

5)

Lemma 3. Let ϕ be a function from S and f a function from Hs(Rn), s ∈ R.
Then ϕ · f ∈ Hs(Rn) and

‖ϕf‖Hs ≤ c
∥∥∥∥(1 + |ξ|2) |s|

2 ϕ̂
∥∥∥∥
L1

· ‖f‖Hs .

Proof. We know that

’ϕ · f(ξ) = (2π)−
n
2

∫

Rn
ϕ̂(ξ − η)f̂(η)dη.

Hence

〈ξ〉s’ϕ · f = (2π)−
n
2

∫

Rn

〈ξ〉s
〈η〉s ϕ̂(ξ − η)〈η〉sf̂(η)dη.

Let us prove that

〈ξ〉s ≤ 2
|s|
2 〈η〉s · 〈ξ − η〉|s|

for any s ∈ R. Indeed,

〈ξ〉 = (1 + |ξ|2) 1
2 ≤ (1 + |η|2) 1

2 + |ξ − η| = 〈η〉 + |ξ − η| ≤ 〈η〉(1 + |ξ − η|).

Since 1 + |ξ − η| ≤
√

2〈ξ − η〉 we have

〈ξ〉s ≤ 2
s
2 〈η〉s · 〈ξ − η〉s

for s ≥ 0. Moreover, for s < 0 we have

〈ξ〉s
〈η〉s =

〈η〉|s|
〈ξ〉|s| ≤ 2

|s|
2 〈η − ξ〉|s|.

It now follows from (5.4) that

‖ϕf‖Hs =
∥∥∥〈ξ〉sϕ̂f

∥∥∥
L2

≤ c
∥∥∥|〈ξ〉|s|ϕ̂| ∗ |〈η〉sf̂ |

∥∥∥
L2

≤ c
∥∥∥〈ξ〉|s|ϕ̂

∥∥∥
L1

·
∥∥∥〈η〉sf̂

∥∥∥
L2

for any s ∈ R.
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6) Let us consider now distributions with compact support in more detail than in
Chapter 4.

Definition. Denote E = C∞(Rn). We say that T ∈ E ′ if T is a linear functional
on E which is also continuous i.e. ϕk → 0 in E implies that 〈T, ϕk〉 → 0 in C.
Here ϕk → 0 in E means that

sup
K

|∂αϕk| → 0, k → ∞

for any compact subset K ⊂ R
n and for any multi-index α.

It can be proved that T ∈ E ′ if and only if there exist c0 > 0, R0 > 0 and n0 ∈ N0

such that
|〈T, ϕ〉| ≤ c0

∑

|α|≤n0

sup
|x|≤R0

|Dαϕ(x)|

for any ϕ ∈ C∞(Rn). Moreover, members of E ′ have compact support.

Assume that T ∈ E ′. Since ϕ(x) = e−i(x,ξ) ∈ C∞(Rn) then 〈T, e−i(x,ξ)〉 is well-
defined and there exists c0 > 0, R0 > 0 and n0 ∈ N0 such that

|〈T, e−i(x,ξ)〉| ≤ c0
∑

|α|≤n0

sup
|x|≤R0

|Dα
xe

−i(x,ξ)| ≤ c0
∑

|α|≤n0

|ξα| ≍ (1 + |ξ|2)
n0
2 .

If we now set
“T (ξ) := (2π)−n/2〈T, e−i(x,ξ)〉

then “T is a usual function of ξ. The same is true for

∂α“T (ξ) = (2π)−n/2(−1)|α|〈T, ∂αe−i(x,ξ)〉
and hence “T ∈ C∞(Rn). On the other hand |〈T, e−i(x,ξ)〉| ≤ c0〈ξ〉n0 implies that
|“T (ξ)| ≤ c′0〈ξ〉n0 and hence “T ∈ L2

s(R
n) for s < −n0 − n

2
. So, by Exercise 23, we

may conclude that any T ∈ E ′ belongs to Hs(Rn) for s < −n0 − n
2
.

7)

Lemma 4. The closure of C∞
0 (Rn) in the norm of Hs(Rn) is Hs(Rn) for any

s ∈ R. In short, C∞
0 (Rn)

Hs

= Hs(Rn).

Proof. Let f be an arbitrary function from Hs(Rn) and let fR be a new function
such that

”fR(ξ) = χR(ξ)f̂(ξ) =




f̂(ξ), |ξ| < R,

0, |ξ| > R.

Then fR(x) = F−1(χRf̂)(x) = (2π)−
n
2 (F−1χR ∗ f)(x). It follows from above con-

siderations that F−1χR ∈ C∞(Rn) as an inverse Fourier transform of a compactly
supported function (but /∈ C∞

0 (Rn)) and

‖f − fR‖2
Hs =

∫

Rn
|f̂(ξ) − ”fR(ξ)|2〈ξ〉2sdξ =

∫

|ξ|>R
|f̂(ξ)|2〈ξ〉2sdξ → 0, R → ∞
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since f ∈ Hs(Rn). This was the first step.

The second step is as follows. Let j(ξ) ∈ C∞
0 (|ξ| < 1) with

∫
Rn j(ξ)dξ = 1.

Let us set jk(ξ) := knj(kξ). We remember from Lemma 2 of Chapter 5 that

jk ∗g Lp→ g, 1 ≤ p <∞. Define the sequence vk := F−1(jk ∗”fR). Since v̂k = jk ∗”fR
then supp v̂k ⊂ UR+1(0) and so v̂k ∈ C∞

0 (Rn). Hence vk ∈ S. That’s why
vk ∈ Hs(Rn) and

‖vk − fR‖2
Hs(Rn) =

∫

|ξ|<R+1
〈ξ〉2s|jk ∗ ”fR − ”fR|2dξ

≤ CR

∫

|ξ|<R+1
|jk ∗ ”fR − ”fR|2dξ → 0, k → ∞.

Since vk /∈ C∞
0 (Rn) we take a function κ ∈ C∞

0 (Rn) with κ(0) = 1. Then

κ
Å x
A

ã
vk

S→ vk, A→ ∞.

This fact implies that κ
Ä
x
A

ä
vk

Hs→ vk as A → ∞. Setting fk(x) := κ
Ä
x
A

ä
vk(x) ∈

C∞
0 (Rn) we get finally

‖f − fk‖Hs ≤ ‖f − fR‖Hs + ‖fR − vk‖Hs +
∥∥∥∥vk − κ

Å x
A

ã
vk

∥∥∥∥
Hs

→ 0

if A, k and R are large enough.

Now we are in the position to formulate the main result concerning Hs(Rn).

Theorem 1 (Sobolev embedding theorem). Let f be a function from Hs(Rn) for
s > k + n

2
, where k ∈ N0. Then Dαf ∈ Ċ(Rn) for all α such that |α| ≤ k. In short,

Hs ⊂ Ċk(Rn), s > k +
n

2
.

Proof. Let f ∈ Hs(Rn) ⊂ S ′. Then

Dαf = F−1F (Dαf) = F−1(ξαf̂(ξ)).

What is more,

∫

Rn
|ξαf̂(ξ)|dξ ≤ c

∫

Rn
|ξ||α||f̂(ξ)|dξ = c

∫

Rn

|ξ||α|
〈ξ〉s 〈ξ〉

s|f̂(ξ)|dξ

≤ c

(∫

Rn

|ξ|2|α|
〈ξ〉2s dξ

)1/2 Å∫
Rn
〈ξ〉2s|f̂(ξ)|2dξ

ã1/2

≤ c′ ‖f‖Hs(Rn)

if and only if 2s− 2|α| > n or s > |α| + n/2.
It means that for such s and α the function Dαf is a Fourier transform of some

function from L1(Rn). Due to Riemann-Lebesgue lemma we have that Dαf from
Ċ(Rn).
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Lemma 5. L2
s(R

n) ⊂ Lq(Rn) if and only if q = 2 and s ≥ 0 or 1 ≤ q < 2 and

s > n
(

1
q
− 1

2

)
.

Exercise 25. Prove Lemma 5.

Lemma 6 (Hörmander). 1) F : Hs(Rn) → Lq(Rn) for 1 ≤ q < 2 and s >

n
(

1
q
− 1

2

)
.

2) F : Lp(Rn) → H−s(Rn) for 2 < p ≤ ∞ and s > n
(

1
2
− 1

p

)
.

3) F : L2(Rn) → L2(Rn).

Proof. 1) See Lemma 5.

2) Let f be a function from Lp(Rn) for 2 < p ≤ ∞. Then f ∈ S ′ (tempered
distribution) and |〈f̂ , ϕ〉L2(Rn)| = |〈f, ϕ̂〉L2(Rn)| ≤ ‖f‖p · ‖ϕ̂‖p′ , where 1 ≤ p′ < 2.

But if ϕ ∈ Hs(Rn) for s > n
(

1
p′ − 1

2

)
then ‖ϕ̂‖Lp′ ≤ c ‖ϕ‖Hs . So

|〈f̂ , ϕ〉L2(Rn)| ≤ c ‖f‖p · ‖ϕ‖Hs .

That’s why (by duality) ∥∥∥f̂
∥∥∥
H−s

≤ c ‖f‖Lp

for s > n
(

1
p′ − 1

2

)
= n

(
1
2
− 1

p

)
.

3) This is simply the Parseval equality
∥∥∥f̂
∥∥∥
L2

= ‖f‖L2 .

Exercise 26. Prove that

1) χ[0,1] ∈ Hs(R) if and only if s < 1/2.

2) χ[0,1]×[0,1] ∈ Hs(R2) if and only if s < 1/2.

3) K(x) := F−1
(

1
1+|ξ|2

)
∈ Hs(R) if and only if s < 2 − n/2.

4) Let f(x) = χ(x) log log |x|−1 in R
2, where χ(x) ∈ C∞

0 (|x| < 1/3). Prove that
f ∈ H1(R2) but f /∈ L∞(R2).

Remark. This counterexample shows us that Sobolev embedding theorem is sharp.

Lemma 7. Let us assume that ϕ and f from Hs(Rn) for s > n
2
. Then F (ϕf) ∈ L1(Rn).

Proof. Since f, ϕ ∈ Hs(Rn) then f̂ , ϕ̂ ∈ L2
s(R

n) for s > n
2
. But this implies (see Lemma

5) that f̂ and ϕ̂ ∈ L1(Rn) and

F (ϕf) = (2π)−
n
2 ϕ̂ ∗ f̂

also belongs to L1(Rn).

Remark. It is possible to prove that if ϕ, f ∈ Hs(Rn) for s > n
2

then ϕf ∈ Hs(Rn)
with the same s.

Exercise 27. Prove that W 1
p (Rn) ·W 1

p (Rn) ⊂ W 1
p (Rn) if p > n.
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7 Homogeneous distributions

We start this chapter with the Fourier transform of a radially symmetric function.

Lemma 1. Let f(x) be a radially symmetric function in R
n i.e. f(x) = f1(|x|). Let

us assume also that f(x) ∈ L1(Rn). Then the Fourier transform f̂(ξ) is also radial
and

f̂(ξ) = |ξ|1−n
2

∫ ∞

0
f1(r)r

n
2 Jn−2

2
(r|ξ|)dr,

where Jν(·) is the Bessel function of order ν.

Proof. Let us take the Fourier transform

f̂(ξ) = (2π)−
n
2

∫

Rn
e−i(x,ξ)f1(|x|)dx = (2π)−

n
2

∫ ∞

0
f1(r)r

n−1dr
∫

Sn−1
e−i|ξ|r(ϕ,θ)dθ,

where x = rθ, ξ = |ξ|ϕ and θ, ϕ ∈ S
n−1 := {x ∈ R

n : |x| = 1}. It is known that

∫

Sn−1
e−i|ξ|r(ϕ,θ)dθ =

2π
n−1

2

Γ(n−1
2

)

∫ π

0
e−i|ξ|r cosψ(sinψ)n−2dψ,

where Γ is the gamma function. This fact implies that f̂(ξ) is a radial function, since
the last integral depends only on |ξ|. A property of Bessel functions is that

∫ π

0
e−i|ξ|r cosψ(sinψ)n−2dψ = 2

n
2
−1
√
πΓ

Ç
n− 1

2

å Jn−2
2

(r|ξ|)
(r|ξ|)n−2

2

. (7.1)

Collecting these things we obtain

f̂(ξ) = |ξ| 2−n
2

∫ ∞

0
f1(r)r

n
2 Jn−2

2
(r|ξ|)dr.

Remark. If we put variable u = cosψ in the integral appearing in (7.1), then we obtain

I =
∫ π

0
e−i|ξ|r cosψ(sinψ)n−2dψ =

∫ 1

−1
e−i|ξ|ru(

√
1 − u2)n−3du.

In particular, if n = 3 then (7.1) implies that

I =
∫ 1

−1
e−i|ξ|rudu = 2

sin(|ξ|r)
|ξ|r =

√
2π
J 1

2
(r|ξ|)

(r|ξ|) 1
2

i.e.

J 1
2
(r|ξ|) =

�
2

π

sin(|ξ|r)
(|ξ|r) 1

2

.
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If n = 2 then

I =
∫ 1

−1

e−i|ξ|ru√
1 − u2

du = πJ0(r|ξ|)

i.e.

J0(r|ξ|) =
1

π

∫ 1

−1

e−i|ξ|ru√
1 − u2

du.

Remark. For further considerations we state the small and large argument asymptotics
of Jν for ν > −1 as

Jν(|x|) ∼=



cν |x|ν , |x| → +0

c′ν
1√
|x|

cos(Aν |x| +Bν), |x| → +∞.

Exercise 28. Prove that f̂(Aξ) = f̂(ξ) if A is a linear transformation in R
n with

A′ = A−1 and f is radially symmetric.

Let us return again to the distribution (cf. Example 5.1)

K1(x) :=
1

(2π)
n
2
F−1

Ç
1

1 + |ξ|2
å

(x).

Let us assume now that n = 1, 2, 3, 4. Then the last integral can be understood in the
classical sense. It follows from Lemma 1 that

K1(x) = K̃1(|x|) = (2π)−
n
2 |x|1−n

2

∫ ∞

0

r
n
2 Jn−2

2
(r|x|)dr

1 + r2
= (2π)−

n
2 |x|2−n

∫ ∞

0

ρ
n
2 Jn−2

2
(ρ)dρ

ρ2 + |x|2 .

It is not too difficult to prove that for |x| < 1 we have

|K1(x)| ≤ c





1, n = 1,

log 1
|x| , n = 2,

|x|2−n, n = 3, 4.

Exercise 29. Prove this fact.

Remark. A little later we will prove estimates for K1(x) for any dimension and for all
x ∈ R

n.

There is one more important example. If we have the equation (−1 − ∆)u = f in

L2(Rn) (or even in S), then formally u = (2π)−
n
2F−1

(
1

|ξ|2−1

)
∗ f = K−1 ∗ f, where

K−1(|x|) = (2π)−
n
2 |x|2−n

∫ ∞

0

ρ
n
2 Jn−2

2
(ρ)dρ

ρ2 − |x|2 .

But there is a problem with the convergence of this integral near ρ = |x|. That’s why
this integral must be regularized as

lim
ε↓0

∫ ∞

0

ρ
n
2 Jn−2

2
(ρ)dρ

ρ2 − |x|2 − iε
.

Recall that
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1) σλf(x) := f(λx), λ 6= 0 and

2) 〈σλT, ϕ〉 := λ−n〈T, σ 1
λ
ϕ〉, λ > 0.

Definition. A tempered distribution T is said to be a homogeneous distribution of
degree m ∈ C if

σλT = λmT

for any λ > 0. In other words,

〈σλT, ϕ〉 = λm〈T, ϕ〉

or
〈T, ϕ〉 = λ−n−m〈T, σ 1

λ
ϕ〉

for ϕ ∈ S. The space of all such distributions is denoted by Hm(Rn).

Lemma 2. F : Hm(Rn) → H−m−n(R
n).

Proof. Let T ∈ Hm(Rn) and ϕ ∈ S. Then

〈σλ“T , ϕ〉 = λ−n〈“T , σ 1
λ
ϕ〉 = λ−n〈T,’σ 1

λ
ϕ〉 = λ−n〈T, λnσλϕ̂〉

= 〈T, σλϕ̂〉 = λ−n〈σ 1
λ
T, ϕ̂〉 = λ−nλ−m〈T, ϕ̂〉 = λ−n−m〈“T , ϕ〉.

Definition. H∗
m(Rn) := {T ∈ Hm(Rn) : T ∈ C∞(Rn \ {0})}.

Exercise 30. Prove that

1) if T ∈ H∗
m then DαT ∈ H∗

m−|α| and xαT ∈ H∗
m+|α|

2) F : H∗
m → H∗

−m−n.

Exercise 31. Let ρ(x) be a function from C∞(Rn) with |Dαρ(x)| ≤ c〈x〉m−|α| for
all α ≥ 0 and m ∈ R. Prove that ρ̂(ξ) ∈ C∞(Rn \ {0}) and (1 − ϕ)ρ̂ ∈ S, where
ϕ ∈ C∞

0 (Rn) and ϕ ≡ 1 in Uδ(0).

Example 7.1. 1) δ ∈ H∗
−n(R

n). Indeed,

〈σλδ, ϕ〉 = λ−n〈δ, σ 1
λ
ϕ〉 = λ−nσ 1

λ
ϕ(0) = λ−nϕ(0) = λ−n〈δ, ϕ〉.

But supp δ = {0}. It means that δ ∈ C∞(Rn \{0}). Alternatively one could note
that

δ̂ = (2π)−
n
2 · 1 ∈ H∗

0 (Rn)

and use Exercise 30 to conclude that

δ = F−1((2π)−
n
2 · 1) ∈ H∗

−n(R
n).
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2) Let us assume that ω ∈ C∞(Sn−1) and m > −n. Set Tm(x) := |x|mω
(
x
|x|

)
, x ∈

R
n \ {0}. Then Tm(x) ∈ L1

loc(R
n) and Tm ∈ H∗

m(Rn). Indeed,

〈σλTm, ϕ〉 =
∫

Rn
σλTm(x)ϕ(x)dx =

∫

Rn
|λx|mω

Ç
λx

|λx|

å
ϕ(x)dx = λm〈Tm, ϕ〉.

Since |x|m and ω
(
x
|x|

)
are from C∞(Rn \ {0}) then Tm ∈ H∗

m(Rn). Moreover,

DαTm ∈ H∗
m−|α|(R

n) and xαTm ∈ H∗
m+|α|(R

n) by Exercise 30.

3) Let now m = −n in part 2) and in addition assume that
∫
Sn−1 ω(θ)dθ = 0. Note

that T−n(x) /∈ L1
loc(R

n). But we can define T−n as a distribution from S ′ by

〈p.v.T−n, ϕ〉 :=
∫

Rn
T−n(x)[ϕ(x) − ϕ(0)ψ(|x|)]dx,

where ϕ ∈ S(Rn) and ψ ∈ S(R) with ψ(0) = 1. We assume that ψ is fixed. But
it is clear that this definition does not depend on ψ, because

∫
Sn−1 ω(θ)dθ = 0.

Exercise 32. Prove that,

〈p.v.T−n, ϕ〉 = lim
ε→+0

∫

|x|≥ε
T−n(x)ϕ(x)dx,

where T−n = |x|−nω
(
x
|x|

)
,
∫
Sn−1 ω(θ)dθ = 0.

Let us prove that:

1) p.v.T−n ∈ H∗
−n and

2) ÿ�p.v.T−n ∈ H∗
0 (Rn) and moreover it is bounded.

Proof. Part 1) is clear. Part 2) follows from

|〈ÿ�p.v.T−n, ϕ〉| = |〈p.v.T−n, ϕ̂〉| =
∣∣∣∣
∫

Rn
T−n(x)[ϕ̂(x) − ϕ̂(0)ψ(|x|)]dx

∣∣∣∣

≤ (2π)−
n
2

∫

Rn
|ϕ(ξ)|dξ

∣∣∣∣
∫

Rn
T−n(x)[e

−i(x,ξ) − ψ(|x|)]dx
∣∣∣∣

= (2π)−
n
2

∫

Rn
|ϕ(ξ)|dξ

∣∣∣∣
∫

Sn−1
ω(θ)dθ

∫ ∞

0

1

r
[e−ir(θ,ξ) − ψ(r)]dr

∣∣∣∣
≤ c ‖ϕ‖L1(Rn) .

Hence ÿ�p.v.T−n ∈ L∞(Rn) by duality.

Part 2) implies that

3) p.v.T−n∗ : L2(Rn) → L2(Rn).
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Indeed, if f ∈ L2(Rn) then

F (p.v.T−n ∗ f) = (2π)
n
2 ÿ�p.v.T−n · f̂

which implies that

‖p.v.T−n ∗ f‖L2(Rn) ≤ (2π)
n
2

∥∥∥ÿ�p.v.T−n
∥∥∥
L∞ · ‖f‖L2 .

Remark. Actually, it follows from the Calderón-Zigmund theory that

p.v.T−n∗ : Lp(Rn) → Lp(Rn), 1 < p <∞.

Now we want to consider more difficult case than previous one. Denote

〈p.v.
1

|x|n , ϕ〉 :=
∫

Rn
|x|−n[ϕ(x) − ϕ(0)ψ(|x|)]dx, (7.2)

where ϕ ∈ S and ψ ∈ S with ψ(0) = 1. But now we don’t have the condition∫
Sn−1 ω(θ)dθ = 0 as above. This is the reason why (7.2) must depend on the function
ψ(|x|). We will try to choose an appropriate function ψ. Applying the operator σλ we
get

〈σλ
Ç

p.v.
1

|x|n
å
, ϕ〉 = 〈p.v.

1

|x|n , λ
−nσ 1

λ
ϕ〉 =

∫

Rn
|x|−nλ−n

ï
ϕ
Åx
λ

ã
− ϕ(0)ψ(|x|)

ò
dx

= λ−n
∫

Rn
|y|−n[ϕ(y) − ϕ(0)ψ(λ|y|)]dy

= λ−n
∫

Rn
|y|−n[ϕ(y) − ϕ(0)ψ(|y|)]dy

− λ−n
∫

Rn
|y|−nϕ(0)[ψ(λ|y|) − ψ(|y|)]dy

= 〈λ−np.v.
1

|x|n , ϕ〉 + Rest,

where

Rest = −λ−nϕ(0)
∫

Rn
|y|−n[ψ(λ|y|) − ψ(|y|)]dy

= −λ−n〈δ, ϕ〉
∫ ∞

0

ψ(λr) − ψ(r)

r
dr
∫

Sn−1
dθ

= −ωnλ−n〈δ, ϕ〉
∫ ∞

0

ψ(λr) − ψ(r)

r
dr,

where ωn = 2π
n
2

Γ(n
2
)

is the area of the unit sphere S
n−1. Let us denote the last integral by

G(λ), λ > 0. Then

G′(λ) =
∫ ∞

0
ψ′(λr)dr =

1

λ

∫ ∞

0
ψ′(t)dt = −1

λ
ψ(0) = −1

λ
.
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Also we have that G(1) = 0. That’s why we may conclude that G(λ) = − lnλ. It
implies that

Rest = ωnλ
−n lnλ〈δ, ϕ〉

and so

σλ

Ç
p.v.

1

|x|n
å

= λ−np.v.
1

|x|n + ωnλ
−n lnλ · δ(x).

Taking the Fourier transform we get

F

Ç
σλ

Ç
p.v.

1

|x|n
åå

= λ−nF (p.v.
1

|x|n ) + (2π)−
n
2ωnλ

−n lnλ

or

λ−nσ 1
λ
F

Ç
p.v.

1

|x|n
å

= λ−nF (p.v.
1

|x|n ) + (2π)−
n
2ωnλ

−n lnλ

or

F

Ç
p.v.

1

|x|n
åÇ

ξ

λ

å
= F

Ç
p.v.

1

|x|n
å

(ξ) + (2π)−
n
2ωn lnλ.

Let us put now λ = |ξ|. Then

F

Ç
p.v.

1

|x|n
å

(ξ) = −(2π)−
n
2ωn ln |ξ| + F

Ç
p.v.

1

|x|n
åÇ

ξ

|ξ|

å
.

Since p.v. 1
|x|n for such ψ is a homogeneous distribution and radial then F

(
p.v. 1

|x|n
)

is also a homogeneous distribution and radial. That’s why F
(
p.v. 1

|x|n
) (

ξ
|ξ|

)
depends

only on
∣∣∣ ξ|ξ|
∣∣∣ = 1. So this term is a constant that depends on the choice of ψ. We will

choose our function ψ(|x|) so that this constant is zero. Then, finally

F

Ç
p.v.

1

|x|n
å

(ξ) = −(2π)−
n
2ωn ln |ξ|.

Now let us consider T−m = |x|−m, 0 < m < n. It is clear that |x|−m ∈ L1
loc(R

n).
That’s why the situation is more simple. We have

〈÷|x|−m, ϕ〉 = 〈|x|−m, ϕ̂〉 =
∫

Rn
|x|−mϕ̂(x)dx.

Lemma 1 implies that

÷|x|−m = |ξ|1−n
2

∫ ∞

0

r
n
2 Jn−2

2
(r|ξ|)

rm
dr = |ξ|−n+m

∫ ∞

0
ρ

n
2
−mJn−2

2
(ρ)dρ.

Last integral converges if n−1
2
< m < n. That’s why we may write that

÷|x|−m = Cn,m|ξ|m−n,
n− 1

2
< m < n.
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In fact, this is true even for m such that 0 < Re (m) < n. It follows by analytic
continuation onm. In order to calculate the constant Cn,m let us apply this distribution

to ϕ = e−
|x|2
2 . Since ϕ̂ = ϕ we get

〈|x|−m, e− |x|2
2 〉 = 〈Cn,m|ξ|m−n, e−

|ξ|2
2 〉.

The left hand side is
∫

Rn
|x|−me− |x|2

2 dx = ωn

∫ ∞

0
rn−m−1e−

r2

2 dr

= 2
n−m−2

2 ωn

∫ ∞

0
t

n−m
2

−1e−tdt = 2
n−m−2

2 ωnΓ
Ån−m

2

ã
.

Using this the right hand side becomes

Cn,m〈|ξ|m−n, e−
|ξ|2
2 〉 = Cn,m2

n−(n−m)−2
2 ωnΓ

Åm
2

ã
.

That’s why

Cn,m2
m−2

2 ωnΓ
Åm

2

ã
= 2

n−m−2
2 ωnΓ

Ån−m

2

ã

which gives us

Cn,m = 2
n
2
−mΓ

Ä
n−m

2

ä

Γ
Ä
m
2

ä .

Finally, we have

÷|x|−m = 2
n
2
−mΓ

Ä
n−m

2

ä

Γ
Ä
m
2

ä · |ξ|m−n. (7.3)

Definition. The Hilbert transform Hf of f ∈ S is defined by

Hf :=
1

π

Ç
p.v.

1

x
∗ f

å

i.e.

Hf(x) =
1

π
lim
ε↓0

∫

|x−t|≥ε

f(t)dt

x− t
, x ∈ R.

Exercise 33. Prove that

1) ‖Hf‖L2(R) = ‖f‖L2(R).

2) Hilbert transform has an extension to functions from L2(R).

3) H2 = −I i.e. H−1 = −H.

4) (Hf1, Hf2)L2 = (f1, f2)L2 for f1 ∈ Lp and f2 ∈ Lp
′
, where 1

p
+ 1

p′ = 1, 1 < p <∞.
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5) H : Lp(R) → Lp(R), 1 < p <∞ i.e.
∥∥∥∥∥
1

π

∫

|x−t|≥ε

f(t)dt

x− t

∥∥∥∥∥
Lp

≤ c ‖f‖Lp

for any ε > 0 where c does not depend on ε.

An n-dimensional analogue of the Hilbert transform is developed via

Definition. The functions

Rj(x) :=
xj

|x|n+1
, x 6= 0, j = 1, 2, . . . , n

are called the Riesz kernels.

Remark. We can rewrite Rj(x) in the form Rj(x) = |x|−nωj(x), where ωj(x) = xj

|x| .
That’s why we may conclude that

1)
∫
Sn−1 ωj(θ)dθ = 0

2) Rj(λx) = λ−nRj(x), λ > 0.

These properties imply that we may define Riesz transform by

Rj ∗ f = p.v.Rj ∗ f,

because in our previous notation Rj(x) = T−n ∈ H∗
−n(R

n) is a homogeneous distribu-
tion. Let us calculate the Fourier transform of the Riesz kernels. Due to homogeneity
it suffices to consider |ξ| = 1. We have,

”Rj(ξ) = ◊�p.v.Rj(ξ) = (2π)−
n
2

∫

Rn

e−i(x,ξ)xj
|x|n+1

dx

= lim
ε→+0,µ→+∞

(2π)−
n
2

∫

ε<|x|<µ

e−i(x,ξ)xj
|x|n+1

dx.

Split

∫

ε<|x|<µ

e−i(x,ξ)xj
|x|n+1

dx =
∫

ε<|x|<1

e−i(x,ξ)xj
|x|n+1

dx+
∫

1<|x|<µ

e−i(x,ξ)xj
|x|n+1

dx := I1 + I2.

For I1 we will use integration by parts:

I1 =
1

1 − n

∫

ε<|x|<1
e−i(x,ξ)

∂

∂xj
(|x|1−n)dx

= cniξj

∫

ε<|x|<1

e−i(x,ξ)

|x|n−1
dx+

∫

|x|=1

e−i(x,ξ)xj
|x|n dσ −

∫

|x|=ε

e−i(x,ξ)xj
|x|n dσ

ε↓0→ cniξj

∫

|x|<1

e−i(x,ξ)

|x|n−1
dx+

∫

|x|=1
e−i(x,ξ)xjdσ − 0.
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But
∫

|x|=1
xje

−i(x,ξ)dσ = i
∂

∂ξj

∫

|x|=1
e−i(x,ξ)dσ = i

∂

∂ξj

∫

|x|=1
cos(|ξ| · x1)dσ

= −iξj|ξ|
∫

|x|=1
x1 · sin(|ξ| · x1)dσ = −iξj · C1, |ξ| = 1,

where we have used the fact that a rotation maps ξ to (|ξ|, 0, . . . , 0). Similarly we may
conclude that

∫

|x|<1

e−i(x,ξ)

|x|n−1
dx =

∫

|x|<1
cos(|ξ|x1)|x|1−ndx = C2, |ξ| = 1.

If we collect all of these things we obtain:

I1
ε↓0→ Cniξj, |ξ| = 1.

For I2 we will use the following technique

I2
µ→+∞→

∫

|x|>1

e−i(x,ξ)xj
|x|n+1

dx = i
∂

∂ξj

∫

|x|>1

e−i(x,ξ)

|x|n+1
dx

= i
∂

∂ξj

∫

|x|>1
|x|−n−1 cos(|ξ| · x1)dx

= −iξj|ξ|
∫

|x|>1

x1 sin(|ξ|x1)

|x|n+1
dx

= −iξj · const, |ξ| = 1.

Exercise 34. Prove the convergence of the last integral.

Collecting these integrals we obtain that

◊�p.v.Rj = iξj · Cn

for |ξ| = 1. But we know from Exercise 30 that ◊�p.v.Rj ∈ H∗
0 (Rn). That’s why we may

conclude that ◊�p.v.Rj(ξ) = iCn
ξj
|ξ| . Further, we have

◊�Rj ∗ f = (2π)
n
2 ”Rj · f̂ = iC ′

n

ξj
|ξ| f̂

or

Rj ∗ f = iC ′
nF

−1

Ç
ξj
|ξ| f̂

å
.

Corollary.
n∑

j=1

Rj ∗Rj∗ = −›Cnδ ∗ .
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Proof.
n∑

j=1

F (Rj ∗Rj ∗ f) =
n∑

j=1

iC ′
n

ξj
|ξ| · iC

′
n

ξj
|ξ| f̂(ξ) = −(C ′

n)
2f̂(ξ).

Remark. By Parseval equality we have

‖Rj ∗ f‖L2 =
∥∥∥◊�Rj ∗ f

∥∥∥
L2

= C

∥∥∥∥∥
ξj
|ξ| f̂

∥∥∥∥∥
L2

≤ C
∥∥∥f̂
∥∥∥
L2

= C ‖f‖L2

i.e.
Rj∗ : L2(Rn) → L2(Rn),

and it follows from Calderón-Zigmund theory that

Rj∗ : Lp(Rn) → Lp(Rn), 1 < p <∞.

Let us now introduce the Riesz potential by

I−1f := F−1

Ç
1

|ξ| f̂(ξ)

å
= (2π)−

n
2F−1

Ç
1

|ξ|

å
∗ f = I1 ∗ f,

where, by (7.3),

I1(x) = cn
1

|x|n−1
.

That’s why

I−1f(x) = cn

∫

Rn

f(y)dy

|x− y|n−1
.

It is straightforward to check that ∂
∂xj
I1 = c′nRj and hence

∂

∂xj
I−1f = c′nRj ∗ f.

We would like to prove that

I−1 : Lsσ(R
n) → W 1

s (Rn)

for some s and σ. Since Rj∗ is a bounded map from L2(Rn) to L2(Rn) we may conclude
that

∂

∂xj
I−1 : L2(Rn) → L2(Rn). (7.4)

Now let us assume for simplicity that n ≥ 3. Let us try to prove that

I−1 : L2
σ(R

n) → L2(Rn). (7.5)

Indeed, for f ∈ L2(Rn)
I−1f ∈ L2(Rn)
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if and only if
1

|ξ| f̂ ∈ L2(Rn).

Let us assume now that σ > 1.
Lemma 5 in Chapter 6 implies that L2

σ(R
n) ⊂ Lr(Rn) for any 1 ≤ r < 2 and

σ > n
Ä

1
r
− 1

2

ä
. But for σ > 1 we may find appropriate r such that r < 2n

n+2
. That’s why

we may conclude that for function f ∈ L2
σ(R

n) with σ > 1 it follows from Hausdorff-

Young inequality that f̂ ∈ Lr
′
(Rn) for some r′ > 2n

n−2
or |f̂ |2 ∈ L

r′
2 (Rn). This fact

implies that for |ξ| < 1 we have

|ξ|−1f̂(ξ) ∈ L2
loc.

Indeed,

∫

|ξ|<1
|ξ|−2|f̂(ξ)|2dξ ≤

Ç∫
|ξ|<1

|f̂(ξ)|r′dξ
å2/r′ Ç∫

|ξ|<1
|ξ|−2

Ä
r′
2

ä′

dξ

å 1

( r′
2 )

′

<∞

since r′

2
> n

n−2
and

Ä
r′

2

ä′
< n

2
. For |ξ| > 1 the function |ξ|−1f̂(ξ) belongs to L2(Rn).

This fact follows from the inequality |ξ|−1|f̂(ξ)| < |f̂(ξ)| and from the positivity of σ
(see Lemma 5 in Chapter 6). This proves (7.5) for σ > 1.

If we collect (7.4) and (7.5) then we will obtain that

I−1 : L2
σ(R

n) → W 1
2 (Rn), σ > 1.

Let us consider now L∞
σ (Rn) for σ > 1. If f ∈ L∞

σ (Rn) then |f(x)| ≤ C(1 + |x|)−σ
and thus

|I−1f(x)| ≤ C
∫

Rn

(1 + |y|)−σdy
|x− y|n−1

<∞.

It means that
I−1 : L∞

σ (Rn) → L∞(Rn).

Interpolating this with (7.5) we can get the following result:

I−1 : Lsσ(R
n) → Ls(Rn), 2 ≤ s ≤ ∞, σ > 1.

If we recall the fact that Rj∗ : Ls(Rn) → Ls(Rn) for any 1 < s <∞ then we obtain

I−1 : Lsσ(R
n) → W 1

s (Rn), 2 ≤ s <∞, σ > 1.

54



8 Fundamental solutions of elliptic partial differen-

tial operators

Let us consider a linear partial differential operator of order m in the form

L(x,D) =
∑

|α|≤m
aα(x)D

α, x ∈ R
n,

where α = (α1, . . . , αn) is a multi-index, Dα = Dα1
1 · · ·Dαn

n and Dj = 1
i
∂
∂xj

.

In this chapter Ω is a bounded domain in R
n or Ω = R

n.

Definition. A fundamental solution for L in Ω is a distribution E in x, which satisfies

LxE(x|y) = δ(x− y)

in D′(Ω) with parameter y ∈ Ω, i.e., 〈LxE,ϕ〉 = ϕ(y) for ϕ ∈ C∞
0 (Ω).

We understand that 〈LE,ϕ〉 is defined in distributional form

〈LE,ϕ〉 = 〈E,L′ϕ〉,

where L′ is the formal adjoint operator for L given by

L′f =
∑

|α|≤m
(−1)|α|Dα(aα(x)f(x)).

In that case L′ϕ must be in D(Ω) for ϕ from D(Ω). This will be the case, for example,
for aα(x) ∈ C∞(Ω).

Any two fundamental solutions for L with the same parameter y differ by a solution
of the homogeneous equation Lu = 0. Unless boundary conditions are imposed, the
homogeneous equation will have many solutions and the fundamental solution will not
be uniquely determined. In most problems there are grounds of symmetry or causality
for selecting the particular fundamental solution for the appropriate physical behavior.

We also observe that if L has constant coefficients, we can find the fundamental
solution in the form E(x|y) = E(x − y|0) := E(x − y). This fact follows from the
properties of the Fourier transform:

¤�LxE(x− y) =
∑

|α|≤m
aαξ

α⁄�E(x− y) =
∑

|α|≤m
aαξ

αe−i(ξ,y) ’E(x) = e−i(ξ,y)’δ(x) = Ÿ�δ(x− y)

i.e.
LxE(x− y) = δ(x− y).

Exercise 35. Let L be a differential operator with constant coefficients. Prove that
u = q ∗ E = E ∗ q solves the inhomogeneous equation

Lu = q

in D′.
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Remark. In many cases the fundamental solution is a function. That’s why we can
write u as an integral

u(x) =
∫

Ω
E(x− y)q(y)dy.

Remark. In order for convolution product E ∗ q (or q ∗ E) to be well-defined we have
to assume that, for example, q vanishes outside a finite sphere.

Remark. If L does not have constant coefficients, we can no longer appeal to convolution
products; instead one can often show that

u(x) =
∫

Ω
E(x|y)q(y)dy.

Definition. Denote by a0(x, ξ) the main (or principal) symbol

a0(x, ξ) =
∑

|α|=m
aα(x)ξ

α, ξ ∈ R
n

of L(x, ξ). Assume that aα(x) are ”smooth”. Operator L(x,D) is said to be elliptic in
Ω if for any x ∈ Ω and ξ ∈ R

n\{0} it follows that

a0(x, ξ) 6= 0.

Exercise 36. Let aα(x) be real for |α| = m. Prove that the previous definition is
equivalent to

1) m is even,

2) a0(x, ξ) ≥ CK |ξ|m, CK > 0, for any compact set K ⊂ Ω and for all ξ ∈ R
n and

x ∈ K.

Let us consider the heat equation




∂u
∂t

= ∆u, t > 0, x ∈ R
n

u(x, 0) = f(x), x ∈ R
n

in S ′(Rn). Take the Fourier transform with respect to x to obtain





∂
∂t
û(ξ, t) = −ξ2û(ξ, t), t > 0

û(ξ, 0) = f̂(ξ).

This initial value problem for an ordinary differential equation has the solution

û(ξ, t) = e−t|ξ|
2

f̂(ξ).

Hence
u(x, t) = F−1(e−t|ξ|

2

f̂(ξ)) = (2π)−
n
2F−1(e−t|ξ|

2

) ∗ f = P (·, t) ∗ f,
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where

P (x, t) = (2π)−n
∫

Rn
e−t|ξ|

2

ei(x,ξ)dξ =
1

(4πt)
n
2
e−

|x|2
4t .

This formula implies that

u(x, t) =
1

(4πt)
n
2

∫

Rn
e−

|x−y|2
4t f(y)dy.

Definition. The function P (x, t) is the fundamental solution of the heat equation and
satisfies 




Ä
∂
∂t
− ∆

ä
P (x, t) = 0, t > 0

lim
t↓0

P (x, t)
S′
= δ(x).

We can generalize this situation as follows. Let us consider an elliptic differential
operator

L(D) =
∑

|α|≤m
aαD

α

with constant coefficients. Assume that L(ξ) =
∑

|α|≤m aαξ
α > 0 for all ξ ∈ R

n\{0}. If
we consider PL(x, t) as a solution of





Ä
∂
∂t

+ L(D)
ä
PL(x, t) = 0, t > 0

lim
t↓0

PL(x, t)
S′
= δ(x)

then PL(x, t) is the fundamental solution of ∂
∂t

+ L(D) and can be calculated by

PL(x, t) = (2π)−n
∫

Rn
e−tL(ξ)ei(x,ξ)dξ.

Lemma 1. Let PL(x, t) be as above. Then the function

F (x, λ)
S′
:= lim

ε↓0

∫ ∞

ε
e−λtPL(x, t)dt (8.1)

is a fundamental solution of the operator L(D) + λI, λ > 0.

Proof. By definitions of F and PL we have

〈F (x, λ), ϕ〉 = lim
ε↓0

〈
∫ ∞

ε
e−λtPL(x, t)dt, ϕ〉 = lim

ε↓0

∫ ∞

ε
e−λt〈PL, ϕ〉dt.

Therefore

〈(L(D) + λ)F, ϕ〉 = lim
ε↓0

∫ ∞

ε
e−λt〈(L(D) + λ)PL, ϕ〉dt

= lim
ε↓0

∫ ∞

ε
e−λt〈L(D)PL, ϕ〉dt+ λ

∫ ∞

0
e−λt〈PL, ϕ〉dt

= lim
ε↓0

∫ ∞

ε
e−λt〈− ∂

∂t
PL, ϕ〉dt+ λ〈F, ϕ〉

= lim
ε↓0

ï
−e−λt〈PL, ϕ〉|∞ε − λ

∫ ∞

ε
e−λt〈PL, ϕ〉dt

ò
+ λ〈F, ϕ〉

= lim
ε↓0

e−λε〈PL(·, ε), ϕ〉 = 〈δ, ϕ〉.
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Exercise 37. Let us define a fundamental solution Γ(x, t) of ∂
∂t

+ L(D) as a solution
of 




( ∂
∂t

+ L)Γ(x, t) = δ(x)δ(t)

Γ(x, 0) = 0.

Prove that

F (x, λ) :=
∫ ∞

0
e−λtΓ(x, t)dt

is a fundamental solution of the operator L(D) + λI, λ > 0.

Example 8.1. Assume that L(D) =
∑n
j=1

(
1
i
∂
∂xj

)2
= −∆. Then L(ξ) = |ξ|2 and the

fundamental solution F (x, λ) of the operator L(D) + λ = −∆ + λ has the form

F (x, λ) =
∫ ∞

0

1

(4πt)
n
2
e−λt · e−x2

4t dt =
1

(4π)
n
2

∫ ∞

0
e−λt−

x2

4t · t−n
2 dt

=
1

(4π)
n
2
λ

n
2
−1
∫ ∞

0
e−τ−

(
√

λ|x|)2
4τ · τ−n

2 dτ =
1

(4π)
n
2
λ

n
2
−1
∫ ∞

0
e−τ−

r2

4τ · τ−n
2 dτ,

where r =
√
λ|x|. From our previous considerations we know that

F (x, λ) = (2π)−n/2F−1

Ç
1

|ξ|2 + λ

å
(x),

where F−1 is the inverse Fourier transform. The function

Kν(r) =
1

2

År
2

ãν ∫ ∞

0
e−t−

r2

4t · t−1−νdt

is called the Macdonald function of order ν. So, we have

F (x, λ) = (2π)−
n
2

Ç |x|√
λ

å1−n
2

Kn
2
−1(

√
λ|x|).

It is known that

Kν(r) =
πi

2
eiπ

ν
2H(1)

ν (ir), r > 0,

where H(1)
ν is the Hankel function of first kind and order ν.

Next we want to obtain estimates for F (x, λ) for x ∈ R
n, λ > 0 and n ≥ 1. Let us

consider the integral
∫∞
0 e−τ−

r2

4τ τ−
n
2 dτ in two parts I1 + I2 =

∫ 1
0 +

∫∞
1 .

1) If 0 < r < 1 then

I1 =
∫ 1

0
e−y−

r2

4y y−
n
2 dy ≤

∫ 1

0
e−

r2

4y y−
n
2 dy = cnr

2−n
∫ ∞

r2

4

e−zz
n
2
−2dz = cnr

2−nI ′1.
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n = 1: Since I ′1 ∼ cr−1, r → +0 then |I1| ≤ cn

n = 2: Since I ′1 ∼ c ln 1
r
, r → +0 then |I1| ≤ cn ln 1

r

n ≥ 3: Since I ′1 ∼ c, r → +0 then |I1| ≤ cnr
2−n.

For I2 we can simply argue that

I2 =
∫ ∞

1
e−y−

r2

4y y−
n
2 dy ≤ e−

r2

4

∫ ∞

1
e−ydy ≤ e−

r2

4 ≤ 1, r → +0.

2) If r > 1 then

I1 ≤
∫ 1

0
e−

r2

4y y−
n
2 dy = cnr

2−n
∫ ∞

r2

4

e−zz
n
2
−2dz ≤ cn




r−2e−

r2

4 , n = 1, 2, 3, 4

r2−ne−δr
2
, n ≥ 5,

where 0 < δ < 1
4
. The last inequality follows from the fact that z

n
2
−2 ≤ cεe

εz for
n
2
− 2 > 0 and for any ε > 0 (z > 1).

Since

I2 ≤
∫ ∞

1
e−y−

r2

4y dy

we perform the change of variable z := y + r2

4y
. Then z ≥ r and z → +∞. Thus

∫ ∞

1
e−y−

r2

4y dy = c
∫ ∞

r
e−z

Ç
1 +

z√
z2 − r2

å
dz

= c
∫ ∞

r
e−zdz + c

∫ ∞

r
e−z

zdz√
z2 − r2

= ce−r + c
Å
e−z

√
z2 − r2

∣∣∣
∞
r

+
∫ ∞

r
e−z

√
z2 − r2dz

ã

= c
Å
e−r +

∫ ∞

r
e−z

√
z2 − r2dz

ã
≤ ce−δr

for any 0 < δ < 1.

If we collect all these estimates we obtain that

1) If
√
λ|x| < 1 then

|F (x, λ)| ≤ cnλ
n
2
−1





1, n = 1

log 1√
λ|x| , n = 2

(
√
λ|x|)2−n, n ≥ 3

≤ c′nλ
n
2
−1e−δ

√
λ|x|





1, n = 1

log 1√
λ|x| , n = 2

(
√
λ|x|)2−n, n ≥ 3.

2) If
√
λ|x| > 1 then

|F (x, λ)| ≤ cne
−δ

√
λ|x|, n ≥ 1.
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We will rewrite these estimates in more appropriate form for all λ > 0 and x ∈ R
n as

|F (x, λ)| ≤ cne
−δ

√
λ|x|





1√
λ
, n = 1

1 + | log 1√
λ|x| |, n = 2

|x|2−n, n ≥ 3.

Remark. It is not too difficult to observe that F (x, λ) is positive.

Example 8.2. Recall from Chapter 7 that the solution of the equation (−1−∆)u = f
can be written in the form

u(x) = K−1 ∗ f = F−1

Ç
1

|ξ|2 − 1

å
∗ f,

where

K−1(|x|) = cn|x|2−n lim
ε↓0

∫ ∞

0

ρ
n
2 Jn−2

2
(ρ)dρ

ρ2 − |x|2 − iε
.

Actually K−1 is a fundamental solution of the operator −1−∆. Let us consider more
general operator −∆ − λ for λ > 0 or even for λ ∈ C. The operator −∆ − λ is called
the Helmholtz operator. Its fundamental solution En(x, λ) satisfies

−∆En − λEn = δ(x).

We define
√
λ with nonnegative imaginary part i.e.

√
λ = α + iβ, where β ≥ 0 and

β = 0 if and only if λ ∈ [0,+∞). We require that En is radially symmetric. Then, for
x 6= 0, En must solve the equation

(rn−1u′)′ + λrn−1u = 0.

This equation can be reduced to one of Bessel type by making the substitution u =
wr1−n

2 . A straightforward calculation shows that

(rw′)′ −
Å
1 − n

2

ã2 w

r
+ λrw = 0

or

w′′ +
w′

r
+

Ç
λ−

Å
1 − n

2

ã2 1

r2

å
w = 0

or

v′′(r
√
λ) +

v′(r
√
λ)

r
√
λ

+

Ç
1 −

Å
1 − n

2

ã2 1

λr2

å
v(r

√
λ) = 0, w(r) = v(r

√
λ).

This is the Bessel equation of order n
2
−1. Its two linearly independent solutions are the

Bessel functions Jn
2
−1 and Yn

2
−1 of the first and second kind, respectively. Therefore

the general solution is of the form

w(r) = c′0Jn
2
−1(

√
λr) + c′1Yn

2
−1(

√
λr).
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For us it is convenient to write it in terms of Hankel functions of first and second kind
as

w(r) = c0H
(1)
n
2
−1(

√
λr) + c1H

(2)
n
2
−1(

√
λr),

where
H(1)
ν (z) = Jν(z) + iYν(z), H(2)

ν (z) = Jν(z) − iYν(z).

The corresponding general solution u is

u(r) = r1−n
2

[
c0H

(1)
n
2
−1(

√
λr) + c1H

(2)
n
2
−1(

√
λr)

]
.

If λ /∈ [0,+∞) then
√
λ has positive imaginary part and the solution H

(2)
n
2
−1(

√
λr) is

exponentially large at z = +∞, whereas H
(1)
n
2
−1(

√
λr) is exponentially small. Hence we

take
En(x, λ) = c0r

1−n
2H

(1)
n
2
−1(

√
λr).

Exercise 38. Prove that

lim
ε↓0

∫

|x|=ε

∂En
∂r

dσ(x) = 1

or

lim
r→0

rn−1ωn
∂En
∂r

= 1,

where ωn = |Sn−1| is the area (measure) of the unit sphere S
n−1.

For small values of r, we have the asymptotic expansions

H
(1)
n−2

2

(r) ∼ −i2
n−2

2 Γ(n−2
2

)

π
r−

n−2
2 , n 6= 2

and

H
(1)
0 (r) ∼ 2i

π
log r.

It can be proved using Exercise 38 that

c0 =
i

4

(√
λ

2π

)n−2
2

.

Thus for n ≥ 2 and λ /∈ [0,+∞) we obtain

En(x, λ) =
i

4

( √
λ

2π|x|

)n−2
2

H
(1)
n−2

2

(
√
λ|x|). (8.2)

A direct calculation shows that for n = 1 we have

E1(x, λ) =
i

2
√
λ
ei

√
λ|x|
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for all λ 6= 0. The formula (8.2) is valid also for λ ∈ (0,+∞). This fact follows from
the definition:

En(x, λ) = lim
ε↓0

En(x, λ+ iε) =
i

4
lim
ε↓0

(√
λ+ iε

2π|x|

)n−2
2

H
(1)
n−2

2

(
√
λ+ iε|x|)

=
i

4

( √
λ

2π|x|

)n−2
2

H
(1)
n−2

2

(
√
λ|x|).

Remark. We may conclude that

(2π)−n/2F−1

Ç
1

|ξ|2 − λ− i0

å
=
i

4

( √
λ

2π|x|

)n−2
2

H
(1)
n−2

2

(
√
λ|x|),

for λ > 0. A direct calculation shows that

En(x, 0) =





− |x|
2
, n = 1

1
2π

log 1
|x| , n = 2

|x|2−n

(n−2)ωn
, n ≥ 3.
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9 Schrödinger operator

There are many inverse scattering problems which are connected with the reconstruc-
tion of the quantum mechanical potential in the Schrödinger operator (Hamiltonian)
H = −∆ + q(x). This operator is defined in R

n. Here and throughout we assume that
q is real-valued.

First of all we have to define H as a self-adjoint operator in L2(Rn). Our basic
assumption is that the potential q(x) belongs to Lp(Rn) for n

2
< p ≤ ∞ and has the

following special behavior at infinity:

|q(x)| ≤ c|x|−µ, |x| > R (9.1)

with some µ ≥ 0 and R > 0 large enough. This parameter µ will be specified later,
depending on the situation. We would like to construct the self-adjoint extension of this
operator by Friedrichs method, because formally our operator is defined now only for
smooth functions, say for functions from C∞

0 (Rn). In order to construct such extension
let us consider the Hilbert space H1 which is defined as follows

H1 = {f ∈ L2(Rn) : ∇f(x) ∈ L2(Rn) and
∫

Rn
|q(x)||f(x)|2dx <∞}.

The inner product in H1 is defined by

(f, g)H1 = (∇f,∇g)L2 +
∫

Rn
q(x)f(x)g(x)dx+ µ0(f, g)L2 ,

with µ0 > 0 large enough and fixed.

Lemma 1. Assume that f ∈ W 1
2 (Rn) and q ∈ Lp(Rn) for n

2
< p ≤ ∞, n ≥ 2. Then

for any 0 < ε < 1 there exists cε > 0 such that

|(qf, f)L2| ≤ ε‖∇f‖2
L2(Rn) + cε ‖f‖2

L2(Rn) .

Proof. If p = ∞ then

|(qf, f)L2| ≤
∫

Rn
|q(x)||f(x)|2dx ≤ ‖q‖L∞(Rn) ‖f‖

2
L2(Rn)

≤ ε ‖∇f‖2
L2(Rn) + ‖q‖L∞(Rn) ‖f‖

2
L2(Rn) .

If n
2
< p <∞ then we estimate

|(qf, f)L2| ≤
∫

|q(x)|<A
|q(x)||f(x)|2dx+

∫

|q(x)|>A
|q(x)||f(x)|2dx

≤
∫

|q(x)|>A
|q(x)||f(x)|2dx+ A ‖f‖2

L2(Rn) .
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Let us consider the integral appearing in the last estimate. For n ≥ 3 it follows from
Hölder inequality that

∫

|q(x)|>A
|q(x)||f(x)|2dx ≤

Ç∫
|q(x)|>A

|q(x)|n
2 dx

å 2
n
Ç∫

|q(x)|>A
|f(x)| 2n

n−2dx

ån−2
n

≤ A(n
2
−p) 2

n

Ç∫
|q(x)|>A

|q(x)|pdx
å 2

n

c1 ‖f‖2
W 1

2 (Rn)

≤ c1A
1− 2p

n ‖q‖
2p
n

Lp(Rn) ‖f‖
2
W 1

2 (Rn) .

For getting the last inequality we used the fact that n
2
< p < ∞ and a well-known

embedding: W 1
2 (Rn) ⊂ L

2n
n−2 (Rn), n ≥ 3, with the norm estimate

‖f‖
L

2n
n−2 (Rn)

≤ √
c1 ‖f‖W 1

2 (Rn) .

Collecting these estimates we obtain

|(qf, f)L2| ≤ c1A
1− 2p

n ‖q‖
2p
n

Lp(Rn) ‖f‖
2
W 1

2 (Rn) + A ‖f‖2
L2(Rn)

= c1A
1− 2p

n ‖q‖
2p
n

Lp(Rn) ‖∇f‖
2
L2(Rn) +

Å
A+ c1A

1− 2p
n ‖q‖

2p
n

Lp(Rn)

ã
‖f‖2

L2(Rn) .

The claim follows now from the last inequality since A1− 2p
n can be chosen sufficiently

small for n
2
< p <∞.

Exercise 39. Prove Lemma 1 for n = 2.

Exercise 40. Let us assume that q(x) satisfies the conditions

1) |q| ≤ c1|x|−γ1 , |x| < 1,

and

2) |q| ≤ c2|x|−γ2 , |x| > 1.

Find the conditions on γ1 and γ2 which ensure the statement of Lemma 1.

Remark. Lemma 1 holds for any potential q ∈ Lp(Rn) + L∞(Rn) for p > n
2
, n ≥ 2.

Using Lemma 1 we obtain

‖f‖2
H1

= ‖∇f‖2
L2(Rn) + µ0 ‖f‖2

L2(Rn) + (qf, f)L2

≥ ‖∇f‖2
L2(Rn) + µ0 ‖f‖2

L2(Rn) − ε ‖∇f‖2
L2(Rn) − cε ‖f‖2

L2(Rn)

= (1 − ε) ‖∇f‖2
L2(Rn) + (µ0 − cε) ‖f‖2

L2(Rn) .

We choose here 0 < ε < 1 and µ0 > cε. On the other hand

‖f‖2
H1

≤ (1 + ε) ‖∇f‖2
L2(Rn) + (µ0 + cε) ‖f‖2

L2(Rn) .
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These two inequalities mean that the new Hilbert space H1 is equivalent to the space
W 1

2 (Rn) up to equivalent norms. Thus we may conclude that for any f ∈ H1 our
operator is well defined by

(f, (H + µ0)f)L2(Rn) = ‖f‖2
H1
.

Moreover, since H + µ0 is positive then

‖f‖2
H1

=
∥∥∥(H + µ0)

1
2f
∥∥∥
2

L2(Rn)

and the following statements hold:

1) Domain of (H + µ0)
1
2 is W 1

2 (Rn)

2) D(H + µ0) ≡ D(H) ⊂ W 1
2 (Rn)

3) D(H) = {f ∈ W 1
2 (Rn) : Hf ∈ L2(Rn)}.

Remark.

(H+µ0)f = (H+µ0)
1
2 (H+µ0)

1
2f ⇔ D(H) = {f ∈W 1

2 (Rn) : g := (H+µ0)
1
2f ∈ W 1

2 (Rn)}.

Remark. Let us consider this extension procedure from another point of view. The
inequality

(f, (H + µ0)f)L2 ≥ (1 − ε) ‖∇f‖2
L2(Rn) + (µ0 − cε) ‖f‖2

L2(Rn)

allows us to conclude that

a) (f, (H + µ0)f)L2 ≥ c′ ‖f‖2
L2(Rn) and

b) (f, (H + µ0)f)L2 ≥ c′′ ‖f‖2
W 1

2 (Rn)

for any f ∈ C∞
0 (Rn). It means that there exists (H + µ0)

−1 which is also defined for
g ∈ C∞

0 (Rn) and satisfies the inequality

a) ‖(H + µ0)
−1g‖L2(Rn) ≤ 1

c′ ‖g‖L2(Rn) or even

b) ‖(H + µ0)
−1g‖W 1

2 (Rn) ≤ 1
c′′ ‖g‖W−1

2 (Rn), where W−1
2 (Rn) is the conjugate (adjoint)

space of W 1
2 (Rn).

Since (H + µ0)
−1 is bounded operator and C∞

0 (Rn)
L2

= L2(Rn) and C∞
0 (Rn)

W−1
2=

W−1
2 (Rn) then we can extend (H + µ0)

−1 as the bounded operator onto L2(Rn) in
the first case and onto W−1

2 (Rn) in the second case. The extension for the differential
operator is H + µ0 = ((H + µ0)

−1)−1 and D(H + µ0) = R((H + µ0)
−1) in both cases.

It is also clear that H + µ0 and (H + µ0)
−1 are self-adjoint operators.
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Lemma 2. Let us assume that q ∈ Lp(Rn) for 2 ≤ p ≤ ∞ if n = 2, 3 and q ∈ Lp(Rn)
for n

2
< p ≤ ∞ if n ≥ 4. Then

W 2
2 (Rn) ⊂ D(H).

Proof. Since H = −∆+q and D(H) = {f ∈W 1
2 (Rn) : Hf ∈ L2(Rn)} then for required

embedding it is enough to show that for f ∈ W 2
2 (Rn) it follows that qf ∈ L2(Rn).

If p = ∞ then

∫

Rn
|qf |2dx ≤ ‖q‖2

L∞(Rn) ‖f‖
2
L2(Rn) <∞

for any f ∈W 2
2 (Rn), n ≥ 2.

For finite p let us consider first the case n = 2, 3. Since W 2
2 (Rn) ⊂ C(Rn)∩L∞(Rn)

(Sobolev embedding) then

∫

Rn
|qf |2dx =

∫

|q|<A
|qf |2dx+

∫

|q|>A
|qf |2dx

≤ A2
∫

|q|<A
|f |2dx+ ‖f‖2

L∞(Rn)

∫

|q|>A
|q|p|q|2−pdx

≤ A2 ‖f‖2
L2(Rn) + C ‖f‖2

W 2
2 (Rn)A

2−p ‖q‖pLp(Rn) <∞.

In the case n ≥ 4 we have the embeddings:

• n = 4 : f ∈ W 2
2 (R4) ⊂ Lp(R4), p <∞.

• n ≥ 5 : f ∈ W 2
2 (Rn) ⊂ L

2n
n−4 (Rn).

That’s why applying the Hölder inequality we obtain

• n ≥ 5 :
∫

Rn
|qf |2dx =

∫

|q|<A
|qf |2dx+

∫

|q|>A
|qf |2dx

≤ A2 ‖f‖2
L2(Rn) +

Ç∫
|q|>A

|q|n
2 dx

å 4
n
Ç∫

|q|>A
|f | 2n

n−4dx

ån−4
n

≤ A2 ‖f‖2
L2(Rn) + CA(n

2
−p) 4

n

Ç∫
|q|>A

|q|pdx
å 4

n

‖f‖2
W 2

2 (Rn) <∞.

• n = 4 :

∫

R4
|qf |2dx ≤

Å∫
R4

|q|pdx
ã 2

p
Å∫

R4
|f |p′dx

ã 2
p′
<∞

for 2 < p <∞ and p′ <∞.

66



Exercise 41. Prove this lemma for q ∈ Lp(Rn) + L∞(Rn), n
2
< p ≤ ∞ if n ≥ 4 and

for q ∈ L2(Rn) + L∞(Rn) if n = 2, 3.

Remark. For n ≥ 5 we may consider q ∈ L
n
2 (Rn).

Lemma 3. Let us assume that q ∈ Ln(Rn), n ≥ 3. Then

D(H) = W 2
2 (Rn).

Proof. The embedding W 2
2 (Rn) ⊂ D(H) was proved in Lemma 2. Let us now assume

that f ∈ D(H) i.e. f ∈ W 1
2 (Rn) and Hf ∈ L2(Rn). Note that for g := Hf ∈ L2 we

have the following representation

−f = (−∆ + 1)−1(q − 1)f − (−∆ + 1)−1g

= (−∆ + 1)−1(qf) − (−∆ + 1)−1g︸ ︷︷ ︸
∈W 2

2

− (−∆ + 1)−1f︸ ︷︷ ︸
∈W 2

2

.

That’s why it is enough to show that qf ∈ L2(Rn). We use the same arguments as in
Lemma 1 and Lemma 2. So it suffices to show that for any f ∈W 1

2 (Rn) it follows that

qf ∈ L2(Rn). From the embedding W 1
2 (Rn) ⊂ L

2n
n−2 (Rn) for n ≥ 3 we have by Hölder

inequality
∫

Rn
|q(x)|2|f(x)|2dx =

∫

|q|<A
|q(x)|2|f(x)|2dx+

∫

|q|>A
|q(x)|2|f(x)|2dx

≤ A2 ‖f‖2
L2(Rn) +

Ç∫
|q|>A

|q|ndx
å 2

n
Ç∫

|q|>A
|f | 2n

n−2dx

ån−2
n

<∞.

Thus lemma is proved.

Exercise 42. Describe the domain of H for the case n
2
< p < n, n ≥ 3. Hint: Prove

that D(H) ⊂ W 2
2 (Rn) +W 2

s (Rn) with some s = s(p).

Let us present some mathematical background material concerning self-adjoint op-
erators in Hilbert spaces. If A : H → H is a linear operator in a Hilbert space H with
D(A) = H then the set

ρ(A) := {λ ∈ C : (A− λI)−1 exists as a bounded operator fromH toD(A)}

is called the resolvent set of A and its complement

σ(A) := C \ ρ(A)

is called the spectrum of A. The operator-valued function

Rλ := (A− λI)−1, λ ∈ ρ(A),

is called the resolvent of A.
If A = A∗ (or even if A is closed) then the resolvent set is open and the spectrum

is closed. Moreover, σ(A) 6= ∅ and σ(A) ⊂ R in this case.
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Definition. If A = A∗ then

a) the point spectrum σp(A) of A is the set of all eigenvalues of A, i.e.,

σp(A) = {λ ∈ σ(A) : Ker (A− λI) 6= 0}.

It means that there exists a non-trivial f ∈ D(A) such that Af = λf . The linear
subspace

{f ∈ D(A) : Af = λf}
is called the eigenspace of A corresponding to λ.

b) the complement σ(A) \ σp(A) is the continuous spectrum σc(A) of A.

c) the discrete spectrum σd(A) of A is defined as

σd(A) := {λ ∈ σp(A) : dim Ker (A− λI) <∞}

and λ must also be isolated in σ(A).

d) the set σess (A) := σ(A) \ σd(A) is called the essential spectrum of A.

Remark. λ ∈ σc(A) means that (A − λI)−1 does exist but it is not bounded. It is
equivalent to R(A− λI) 6= H, i.e., there exists f ∈ H such that f /∈ R(A− λI).

Theorem 1 (Spectral theorem of J. Neumann). Let us assume that A : H → H and
D(A) = H. Then A = A∗ if and only if there exists a spectral family {Eλ}∞λ=−∞ i.e.
an orthogonal projection Eλ (Eλ is a bounded and self-adjoint on H with E2

λ = Eλ)
satisfying the conditions

1) Eλ ≤ Eµ for λ ≤ µ (that is EλH ⊂ EµH)

2) Eλ+0 = Eλ in norm

3) E−∞ = 0 and E∞ = I

4) EλA = AEλ on D(A).

The domain D(A) can be defined (or described) as:

D(A) = {f ∈ H :
∫ ∞

−∞
λ2dλ ‖Eλf‖2 <∞}.

Moreover, if f ∈ D(A) then

Af
L2

=
∫ ∞

−∞
λdEλf, ‖Af‖2

L2 =
∫ ∞

−∞
λ2d ‖Eλf‖2 .

Remark. The spectral family {Eλ} is uniquely defined.
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Remark. If F (·) is an arbitrary complex-valued function then the operator F (A) can
be defined by

F (A) =
∫ ∞

−∞
F (λ)dEλ

with domain

{f ∈ H :
∫ ∞

−∞
|F (λ)|2d ‖Eλf‖2 <∞}.

Exercise 43. Prove that for any f, g ∈ H the real-valued function V (λ) := (Eλf, g)
is a function of bounded variation.

Let us return to our Schrödinger operator H = −∆ + q with q ∈ Lp(Rn), n
2
< p ≤

∞, n ≥ 2. We proved that H = H∗ and for f ∈ D(H) it follows that

(Hf, f)L2 ≥ −c0 ‖f‖2
L2(Rn) , (9.2)

where
D(H) = {f ∈W 1

2 (Rn) : Hf ∈ L2(Rn)}.
That’s why we may conclude that

H =
∫ ∞

−c0
λdEλ ⇔ (Hf, f)L2 =

∫ ∞

−c0
λd(Eλf, f).

Our next problem is to investigate the spectrum of this Schrödinger operator.

Exercise 44. Let A : L2(R) → L2(R) be such that Af(t) := tf(t), t ∈ R for f ∈ D(A).
Define D(A) and formulate the spectral theorem in this case.

Exercise 45. Let A be a self-adjoint operator in Hilbert space H. Assume that
z ∈ C \ R, that is, Im z 6= 0. Prove that the resolvent Rz = (A − zI)−1 is a bounded
operator in H with the norm estimate ‖Rz‖H→H ≤ 1

|Im z| .

Exercise 46. Let A be a self-adjoint operator in Hilbert space H with the spectral
family {Eλ}∞λ=−∞ and let f(t) = t−i

t+i
, t ∈ R. Define the Cayley transform by UA :=∫∞

−∞
λ−i
λ+i

dEλ. Prove that

1) ‖UAu‖ = ‖u‖ for any u ∈ H.

2) A = i(I + UA)(I − UA)−1.

We will need also the following facts about the spectrum of a self-adjoint operator
in H.

1) A real number λ belongs to σ(A) if and only if there is a sequence {fm} ⊂ D(A)
such that ‖fm‖ = 1 and ‖(A− λ)fm‖ → 0 as m→ ∞.

2) The essential spectrum σess (A) is the union of

a) σc(A);
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b) the limiting points of σp(A);

c) eigenvalues of infinite multiplicity.

3) A real number λ belongs to σess (A) if and only if there is a sequence {fm} ⊂ D(A)
such that

a) ‖fm‖ = 1

b) fm → 0 weakly

c) (A− λ)fm → 0 in norm.

4) If λ0 ∈ σ(A) is not an isolated point of σ(A) then λ0 ∈ σess (A). In other words,
if λ0 ∈ σ(A) and λ0 /∈ σess (A) then λ0 is isolated.

5) If λ ∈ σ(A) \ σess (A) then λ is an eigenvalue of A of finite multiplicity.

6) If A is a self-adjoint and K a compact operator then σess (A+K) = σess (A).

Let us consider now Laplacian H0 = −∆ in R
n, n ≥ 1. Since (−∆f, f)L2 =

‖∇f‖2
L2(Rn) ≥ 0 for any f ∈ W 1

2 (Rn), then H0 is a non-negative operator. Moreover,

H0 = H∗
0 with domain D(H0) = W 2

2 (Rn) and this operator has the spectral represen-
tation

H0f =
∫ ∞

0
λdEλf.

It follows that σ(H0) ⊂ [0,+∞), but actually σ(H0) = [0,+∞) and even σ(H0) =
σc(H0) = σess (H0) = [0,+∞). In order to understand this fact it is enough to observe
that for any λ ∈ [0,+∞) the homogenous equation (H0 − λ)u = 0 has a solution

of the form u(x,
−→
k ) = ei(

−→
k ,x), where (

−→
k ,

−→
k ) = λ and

−→
k ∈ R

n. These solutions

u(x,
−→
k ) are called generalized eigenfunctions, but u(x,

−→
k ) /∈ L2(Rn). These solutions

are bounded and correspond to the continuous spectrum of H0. That’s why u(x,
−→
k )

are not eigenfunctions, but generalized eigenfunctions. If we consider the solutions
of the equation (H0 − λ)u = 0 for λ < 0, then these solutions will be exponentially
increasing at the infinity. It implies that λ < 0 does not belong to σ(H0).

For the spectral representation of H0 we have two forms:

1) The Neumann spectral representation

−∆f =
∫ ∞

0
λdEλf, f ∈W 2

2 (Rn),

2) and Scattering theory representation

−∆f = F−1(|ξ|2f̂) = (2π)−n
∫

Rn
|ξ|2ei(ξ,x)dξ

∫

Rn
e−i(ξ,y)f(y)dy.

Exercise 47. Determine the connection between these two representations.
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There are some important remarks about the resolvent (−∆−z)−1 for z /∈ [0,+∞).
A consequence of the spectral theorem is that

(−∆ − z)−1 =
∫ ∞

0
(λ− z)−1dEλ, z ∈ C \ [0,+∞),

and for such z the operator (−∆ − z)−1 is bounded operator in L2(Rn). Moreover,
with respect to z /∈ [0,+∞) the operator (−∆ − z)−1 as a operator-valued function is
a holomorphic function. This fact follows immediately from

((−∆ − z)−1)′z =
∫ ∞

0
(λ− z)−2dEλ = (−∆ − z)−2.

The last integral converges as well as the previous one (even better). Now we are in
the position to formulate a theorem about the spectrum of H = −∆ + q.

Theorem 2. Assume that q ∈ Lp(Rn), n
2
< p ≤ ∞, n ≥ 2 and q(x) → 0 as |x| → +∞.

Then

1) σc(H) ⊃ (0,+∞);

2) σp(H) ⊂ [−c0, 0] is of finite multiplicity with only accumulation point at {0} with
c0 from (9.2).

In order to prove this theorem we will prove two lemmas.

Lemma 4. Assume that the potential q(x) satisfies the assumptions of Theorem 2.
Assume in addition that q(x) ∈ L2(Rn) for n = 2, 3. Then

(−∆ − z)−1 ◦ q : L2(Rn) → L2(Rn)

is a compact operator for z /∈ [0,+∞).

Proof. Due to our assumptions on the potential q(x) it can be represented as the sum
q(x) = q1(x) + q2(x), where q1 ∈ Lp(|x| < R) with the same p and q2 → 0 as |x| → ∞.
We may assume (without loss of generality) that q2 is supported in {x ∈ R

n : |x| > R}
and that it is a continuous function. Let us consider first the case when n = 2, 3.
If f ∈ L2(Rn) then q1f ∈ L1(|x| < R) and (−∆ − z)−1(q1f) ∈ W 2

1 (Rn) (by Fourier
transform). By the embedding theorem for Sobolev spaces we have that

(−∆ − z)−1(q1f) ∈ W 2
1 (Rn) ⊂ W

2−n
2

2 (Rn), n = 2, 3

with the norm estimate
∥∥∥(−∆ − z)−1(q1f)

∥∥∥
L2(Rn)

≤
∥∥∥(−∆ − z)−1(q1f)

∥∥∥
W

2−n
2

2

≤ c
∥∥∥(−∆ − z)−1(q1f)

∥∥∥
W 2

1

≤ c ‖q1f‖L1(Rn)

≤ c ‖q1‖L2(|x|<R) ‖f‖L2(|x|<R)
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or
∥∥∥(−∆ − z)−1 ◦ q1

∥∥∥
L2(|x|<R)→L2(Rn)

≤ c ‖q1‖L2 ,

where c may depend only on z.
In the case n ≥ 4 and q ∈ Lp(|x| < R), p > n

2
, we may obtain by Hölder inequality

that

q1f ∈ Ls(|x| < R), s >
2n

n+ 4
,

for f ∈ L2(Rn) and, therefore, (−∆ − z)−1(q1f) ∈ W 2
s (Rn). Again by embedding

theorem for Sobolev spaces we have

(−∆ − z)−1(q1f) ∈W
2−n( 1

s
− 1

2)
2 (Rn)

for some s > 2n
n+4

, with the norm estimate

∥∥∥(−∆ − z)−1 ◦ q1
∥∥∥
L2(|x|<R)→L2(Rn)

≤ c ‖q1‖Lp(|x|<R) .

In order to prove that (−∆ − z)−1 ◦ q1 is a compact operator we approximate it as
follows:

A := (−∆ − z)−1 ◦ q1, Aj := ϕj(x)A,

where ϕj(x) ∈ C∞
0 (Rn), |ϕj(x)| ≤ C and

‖A− Aj‖L2→L2 → 0, j → ∞.

The reason is that (−∆ − z)−1 ◦ q1 is actually an integral operator with a kernel
Kz(x − y) which tends to 0 when |x| → ∞ uniformly with respect to |y| < R (note
that q1 is supported in |y| < R). That’s why we can approximate this kernel Kz by the
functions ϕj ∈ C∞

0 (Rn). But Aj is a compact operator for each j = 1, 2, . . . because
the embedding

W α
2 (|x| < R) ⊂ L2(|x| < R)

is compact for positive α. It implies that also A is compact operator.
Next we consider q2. Since for f(x) ∈ L2(Rn) we know that (−∆−z)−1f ∈W 2

2 (Rn)
then we may conclude that q2(−∆ − z)−1f ∈ L2(|x| > R). Actually

q2· : W 2
2 (Rn) → L2(|x| > R)

is compact embedding. In order to establish this fact let us consider again ϕj(x) ∈
C∞

0 (Rn), |ϕj(x)| ≤ c and ϕj → q2 as j → ∞. We can state this because C∞
0

L∞
= Ċ.

That’s why we required such behavior of q(x) at the infinity (q → 0 as |x| → +∞). If
we denote A := q2(−∆ − z)−1 and Aj := ϕj(−∆ − z)−1 then we obtain

‖A− Aj‖L2→L2 ≤ sup
x

|ϕj − q2|
∥∥∥(−∆ − z)−1

∥∥∥
L2→L2

≤ c sup
x

|ϕj − q2| → 0, j → +∞.

(9.3)
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But we know that W 2
2,comp ⊂ L2

comp is compact embedding. This implies (together with
(9.3)) that A is compact operator. Thus lemma is proved, because

(−∆ − z)−1 ◦ q2 = (q2(−∆ − z)−1)∗.

Lemma 5. Let Q be an open and connected set in C. Let A(z) be compact, operator
valued and holomorphic function in Q and in L2(Rn). If (I +A(z0))

−1 exists for some
z0 ∈ Q then (I +A(z))−1 exists in all of Q except for finitely many points from Q with
only possible accumulation points on ∂Q.

Proof. We will prove this lemma for the concrete operator A(z) := (−∆ − z)−1q(x).
Lemma 4 shows us that A(z) is compact operator for z /∈ [0,+∞). The remarks about
Rz = (−∆ − z)−1 show us that A(z) is a holomorphic function in C \ [0,+∞). Also
we can prove that (I + (−∆ − z)−1q)−1 exists for any z ∈ C \ R or for real z < −c0,
where −∆ + q ≥ −c0. Indeed, if z ∈ C with Im z 6= 0 then (I + (−∆ − z)−1q)u = 0
or (−∆ − z)u = −qu or (∆u, u) + z(u, u) = (qu, u). It implies for z, Im z 6= 0, that
(u, u) = 0 if and only if u = 0. In the real case z < −c0 we have that equality
(I + (−∆ − z)−1q)u = 0 implies

((−∆ + q)u, u) − z(u, u) = 0.

It follows that
(−c0 − z) ‖u‖2

L2 ≤ 0

or u = 0. These remarks show us that in C \ [0,+∞) our operator I + (−∆ − z)−1q
may be non-invertible only on [−c0, 0).

Let us consider an open and connected set Q in C\ [0,+∞) such that [−c0, 0) ⊂ Q,
see Figure 3. It is easily seen that there exists z0 ∈ Q such that (I + (−∆− z0)

−1q)−1

exists also. It is not so difficult to show that there exists δ > 0 such that (I + (−∆ −
z)−1q)−1 exists in Uδ(z0). Indeed, let us choose δ > 0 such that

‖A(z) − A(z0)‖L2→L2 <
1

‖(I + A(z0))−1‖L2→L2

(9.4)

for all z such that |z − z0| < δ. Then

(I + A(z))−1 = (I + A(z0))
−1(I +B)−1,

where B := (A(z) − A(z0))(I + A(z0))
−1. But ‖B‖ < 1 due to (9.4) and then

(I +B)−1 = I −B +B2 + · · · + (−1)nBn + · · ·

exists in the strong topology from L2 to L2. That’s why we may conclude that I+A(z)
may be non-invertible only for finitely many points in Q. This fact follows from the
holomorphicity of A(z) with respect to z by analogy with the theorem about zeros of the
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Re z

Im z

−c0

Q

Figure 3: The set Q.

holomorphic function in complex analysis. Moreover, since A(z) is compact operator
then by Fredholm’s alternative Ker (I + A(z)) has finite dimension. That’s why we
may conclude that (I + (−∆ − z)−1q)−1 does not exist only in the finite numbers of
the points (at most) on [−c0,−ε] for any ε > 0 and these points are finite multiplicity.
This finishes the proof.

Let us return to the proof of Theorem 2.

Proof of Theorem 2. Let µ be a positive number and µ + c0 > 0 (H ≥ −c0I). Let us
consider for such µ the second resolvent equation

(H + µ)−1 = (H0 + µ)−1 − (H + µ)−1 ◦ q ◦ (H0 + µ)−1, (9.5)

where H0 = −∆ and H = −∆ + q(x). It follows from Lemma 4 that q ◦ (H0 + µ)−1

is compact operator in L2(Rn). It means that (H + µ)−1 is a compact perturbation of
(H0 + µ)−1. Hence, by fact 6) above we have

σess ((H + µ)−1) = σess ((H0 + µ)−1).

But σess ((H0 + µ)−1) = [0, 1
µ
] = σc((H0 + µ)−1). That’s why we may conclude that

σess (H + µ) = [µ,+∞].

Outside of this set we have only points of the discrete spectrum with one possible
accumulation point at µ. This statement is a simple corollary from Lemma 5. Moreover,
these points of discrete spectrum are situated on [µ − c0, µ) and they are of finite
multiplicity. Hence the discrete spectrum σd(H) of H belongs to [−c0, 0) with only
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one possible accumulation point at {0}. And (0,+∞) is continuous part of σ(H).
There is only one problem. As a matter of fact, Weyl’s theorem (fact 6)) states
that the operators H and H0 don’t have the same spectrum but the same essential
spectrum. That’s why on (0,+∞) there can be eigenvalues of infinite multiplicity
(see the definition of σess ). In order to eliminate such possibility and to prove that
0 ∈ σc(H) and σd(H) is finite let us assume additionally that our potential q(x) has a
special behavior at the infinity:

|q(x)| ≤ c|x|−µ, |x| → +∞,

where µ > 2. In that case we can prove that on the interval [−c0, 0) the operator H has
at most finitely many points of discrete spectrum. And we prove also that 0 ∈ σc(H).

Assume on the contrary that H has infinitely many points of discrete spectrum or
one of them has an infinite multiplicity. It means that in D(H) there exists the infinite
dimensional space of the functions {u} which satisfy the equation

(−∆ + q)u = λu, −c0 ≤ λ ≤ 0.

It follows that
∫

Rn
(|∇u(x)|2 + q+(x)|u(x)|2)dx ≤

∫

Rn
q−(x)|u(x)|2dx,

where q+ and q− are the positive and negative parts of the potential q(x), respec-
tively. Let us consider an infinite sequence of functions {u(x)} which are orthogonal
in the metric

∫
Rn q−(x)|u(x)|2dx. That’s why this sequence is uniformly bounded in

the metric
∫
Rn(|∇u|2 + |q||u|2)dx and hence, in the metric

∫
Rn(|∇u|2 + |u|2)dx. But for

every eigenfunction u(x) of the operator H with eigenvalue λ ∈ [−c0, 0] the following
inequality holds (see [1]):

|u(x)| ≤ c|λ|
∫

|x−y|≤1
|u(y)|dy,

where c does not depend on x. It follows from this inequality that

a) λ = 0 is not an eigenvalue.

b) this orthogonal sequence is uniformly bounded in every fixed ball.

Lemma 6. Denote by U the set of functions u(x) ∈ D(H) which are uniformly bounded
in every fixed ball in R

n. Then U is a precompact set in the metric
∫

Rn
|q||u|2dx

if it is a bounded set in the metric
∫

Rn
(|∇u|2 + |u|2)dx.
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Proof. Let {uk(x)}∞k=1 ⊂ U be an arbitrary sequence which is bounded in the second
metric. Then for u(x) := uk(x) − um(x) we have for r large enough that

∫

Rn
|q(x)||u(x)|2dx ≤ c

∫

|x|>r

|u(x)|2
|x|µ dx+

∫

|x|≤r,|q(x)|≤A
|q(x)||u(x)|2dx

+
∫

|x|≤r,|q(x)|>A
|q(x)||u(x)|2dx := I0 + I1 + I2.

For n ≥ 3 (for n = 2 we need some changes) and µ > 2 we get

I0 ≤ cr2−µ
∫

|x|>r
|x|−2|u(x)|2dx ≤ cr2−µ

∫

Rn
|∇u(x)|2dx, u ∈ W 1

2 (Rn).

Due to the uniform boundedness of U in every ball we may conclude that

I2 ≤ c
∫

|x|≤r,|q(x)|>A
|q(x)|dx→ 0

as A → +∞ uniformly on U with fixed r. Since the embedding W 1
2 ⊂ L2 for every

ball is compact the boundedness of the sequence in the second metric implies the
precompactness in L2 for every ball. That’s why we have

I1 ≤ A
∫

|x|≤r
|u(x)|2dx→ 0, m, k → ∞

with r and A fixed. After limiting processes, these inequalities for I0, I1 and I2 show
that ∫

Rn
|q(x)||u(x)|2dx→ 0, m, k → ∞.

Thus lemma is proved.

Let us return to the proof of 1). By Lemma 6 we obtain that our sequence (which is
orthogonal in the metric

∫
q−|u|2dx) is a Cauchy sequence in the first metric. But this

fact contradicts its orthogonality. Thus 1) is proved.
2) Let us discuss (briefly) the situation with a positive eigenvalue at the continuous

spectrum. If we consider the homogeneous equation

[I + (−∆ − k2 − i0)−1q]f = 0, k2 > 0,

in the space Ċ(Rn) then by Green’s formula one can show (see, [2] or [3]) that the

solution f(x) of this equation behaves at the infinity as o(|x|−n−1
2 ). That’s why may

conclude (T. Kato) that f(x) ≡ 0 outside some ball in R
n. By the unique continuation

principle for the Schrödinger operator (see, for example, [4]) it follows that f ≡ 0 in
the whole R

n.

Let us consider now the spectral representation of the Schrödinger operator H =
−∆+q(x), with q(x) as in Theorem 2 with the behavior O(|x|−µ), µ > 2 at the infinity.
For any f ∈ D(H),

Hf(x) = (2π)−n
∫

Rn
k2u(x,

−→
k )d

−→
k
∫

Rn
f(y)u(y,

−→
k )dy +

M∑

j=1

λjfjuj(x),
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where u(x,
−→
k ) are the solutions of the equation Hu = k2u, uj(x) are the ortonor-

mal eigenfunctions corresponding to the negative eigenvalues λj, taking into account

multiplicity of λj and fj = (f, uj)L2(Rn). The functions u(x,
−→
k ) are called generalized

eigenfunctions. In the case when q ≡ 0 the generalized eigenfunctions have the form

u(x,
−→
k ) = ei(x,

−→
k ). This fact follows by Fourier transform. Indeed,

(−∆ − k2)u = 0

if and only if
(|ξ|2 − k2)û = 0

or
û =

∑

α

cαδ
(α)(ξ −−→

k ),

since
|ξ|2 = k2

if and only if

ξ −−→
k = 0.

Hence

u(x,
−→
k ) =

∑

α

cαF
−1(δ(α)(ξ −−→

k ))(x)

=
∑

α

cαe
i(x,

−→
k )F−1(δ(α)(ξ))(x) =

∑

α

c′αe
i(x,

−→
k )xα.

But u(x,
−→
k ) must be bounded. That’s why u(x,

−→
k ) = c′0e

i(x,
−→
k ). We choose c′0 = 1. If

we have the Schrödinger operator H = −∆ + q with q 6= 0, then it is natural to look

for the solutions of Hu = k2u of the form u(x,
−→
k ) = ei(x,

−→
k ) + usc(x,

−→
k ). Due to this

representation we have

(−∆ − k2)(ei(x,
−→
k ) + usc) = −qu

or
(−∆ − k2)usc = −qu.

In order to find usc let us recall that from Chapter 8 we know the fundamental solution
of the operator −∆ − k2. That’s why

u(x, k) = ei(x,
−→
k ) −

∫

Rn
G+
k (|x− y|)q(y)u(y)dy,

where

G+
k (|x|) =

i

4

Ç |k|
2π|x|

ån−2
2

H
(1)
n−2

2

(|k||x|)

is the fundamental solution for the operator −∆ − k2. This equation is called the
Lippmann-Schwinger integral equation.
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In order to investigate this equation we will investigate the integral operator (−∆−
k2−i0)−1 in some weighted spaces. As a matter of fact, (−∆−k2−i0)−1 is not bounded
in L2(Rn) but it is bounded from L2

δ(R
n) to L2

−δ(R
n)) for δ > 1

2
with the norm estimate

‖(−∆ − k2 − i0)−1‖L2
δ
→L2

−δ
≤ c

|k| .

This fact was proved by S. Agmon in [5]. We will prove this estimate for n ≥ 3 in
Chapter 10.
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10 Estimates for Laplacian and Hamiltonian

Let us recall Agmon’s (2, 2)-estimate for Laplacian:

‖(−∆ − k2 − i0)−1‖L2
δ
→L2

−δ
≤ c

|k| ,

where δ > 1
2
. In fact, this estimate allows us to consider the Hamiltonian with L∞

loc-
potentials only (if we want to preserve (2, 2)-estimates). But we would like to consider
Hamiltonian with Lploc-potentials. That’s why we need to prove (p, q)-estimates. In
this case we follow A. Ruiz.

We have proved in Example 4.9 that the limit lim
ε↓0

1
x−iε := 1

x−i0 exists in the sense

of tempered distributions and

1

x− i0
= p.v.

1

x
+ iπδ(x)

i.e.

〈 1

x− i0
, ϕ〉 = lim

δ→+0

∫

|x|>δ

ϕ(x)

x
dx+ iπϕ(0).

In Example 4.3 we have considered the simple layer

〈T, ϕ〉 :=
∫

σ
a(ξ)ϕ(ξ)dσξ,

where σ is a hypersurface of dimension n − 1 in R
n and a(ξ) is a density. These

examples can be extended as follows. If H : R
n → R and |∇H| 6= 0 at any point where

H(ξ) = 0 then we can define the distribution

(H(ξ) − i0)−1 := lim
ε→+0

1

H(ξ) − iε

in S ′(R) and we can also prove that

(H(ξ) − i0)−1 = p.v.
1

H(ξ)
+ iπδ(H(ξ) = 0),

where δ(H(ξ) = 0) is defined as follows:

〈δ(H), ϕ〉=
∫

H(ξ)=0
ϕ(ξ)dσξ, ϕ ∈ S(Rn).

The equality H(ξ) = 0 defines an n−1 dimensional hypersurface and σξ is any (n−1)-
form such that dσξ ∧ dH

|∇H| = dξ (in local coordinates).

Exercise 48. Prove that

δ(αH) =
1

α
δ(H)

for any function α which does not vanish at any point ξ where H(ξ) = 0.
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Due to Exercise 48 we may conclude that δ(H) = 1
|∇H|δ

(
H

|∇H|

)
if |∇H| 6= 0 for

H = 0.
Let us consider now H(ξ) := −|ξ|2 + k2, k > 0. Then H(ξ) = 0 or |ξ| = k is a

sphere and ∇H(ξ) = −2ξ and |∇H(ξ)| = 2k at any point on this sphere. If we change
the variables then we obtain

〈δ(H), ϕ〉=
∫

H(ξ)=0
ϕ(ξ)dσξ =

1

2k

∫

Sn−1
ϕ(kθ)dθ.

We know that (−∆ − k2 − i0)−1f can be represented as

(−∆ − k2 − i0)−1f =
∫

Rn
G+
k (|x− y|)f(y)dy,

where G+
k (|x|) = i

4

(
|k|

2π|x|

)n−2
2 H

(1)
n−2

2

(|k||x|). On the other hand we can write

(−∆ − k2 − i0)−1f = F−1(F [(−∆ − k2 − i0)−1f ]) = (2π)−
n
2

∫

Rn

f̂(ξ)ei(x,ξ)dξ

|ξ|2 − k2 − i0

= (2π)−
n
2

∫

Rn
p.v.

1

|ξ|2 − k2
f̂(ξ)ei(x,ξ)dξ

+
iπ(2π)−

n
2

2k

∫

Rn
δ(H)f̂(ξ)ei(x,ξ)dξ

= (2π)−
n
2 p.v.

∫

Rn

f̂(ξ)ei(x,ξ)dξ

|ξ|2 − k2
+

iπ

2k(2π)
n
2

∫

Sn−1
f̂(kθ)eik(x,θ)dθ

= (2π)−
n
2 p.v.

∫

Rn

f̂(ξ)ei(x,ξ)dξ

|ξ|2 − k2

+
iπ

2k(2π)n

∫

Rn
f(y)dy

∫

Sn−1
eik(θ,x−y)dθ.

Our aim is to prove the following result.

Theorem 1. Let k > 0 and 2
n
≥ 1

p
− 1

p′ ≥ 2
n+1

for n ≥ 3 and 1 > 1
p
− 1

p′ ≥ 2
3

for n = 2,

where 1
p

+ 1
p′ = 1. Then there exists a constant C independent of k and f such that

‖(−∆ − k2 − i0)−1f‖Lp′ (Rn) ≤ Ck
n
Ä

1
p
− 1

p′
ä
−2‖f‖Lp(Rn).

Remark. In what follows we will use “Gk instead of (−∆ − k2 − i0)−1.

Proof. First we prove that if the claim holds for k = 1 then it holds for any k > 0. So,
let us assume that

‖“G1f‖Lp′ (Rn) ≤ C‖f‖Lp(Rn).

Denote Tδf := f(δx), δ > 0. It is clear that ‖Tδf‖Lp(Rn) = δ−
n
p ‖f‖Lp(Rn). It is not so

difficult to show that “Gk = k−2Tk “G1T 1
k
. Indeed, since

“Gkf = (2π)−n
∫

Rn

∫

Rn

ei(y,ξ)f(x− y)dξdy

|ξ|2 − k2 − i0
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we get

“G1T 1
k
f = (2π)−n

∫

Rn

∫

Rn

ei(y,ξ)f(x−y
k

)dξdy

|ξ|2 − 1 − i0
.

It follows that

Tk “G1T 1
k
f = (2π)−n

∫

Rn

∫

Rn

ei(y,ξ)f(x− y
k
)dξdy

|ξ|2 − 1 − i0
, (z := y/k, η := kξ)

= (2π)−n
∫

Rn

∫

Rn

ei(z,η)k−nf(x− z)kndzdη
|η|2
k2 − 1 − i0

= (2π)−nk2
∫

Rn

∫

Rn

ei(z,η)f(x− z)dzdη

|η|2 − k2 − i0
.

This proves that
k2 “Gkf ≡ Tk “G1T 1

k
f.

We use it to get

‖“Gkf‖Lp′ = k−2‖Tk “G1T 1
k
f‖Lp′ = k−2k

− n
p′ ‖“G1T 1

k
f‖Lp′

≤ Ck
−2− n

p′ ‖T 1
k
f‖Lp = Ck

−2− n
p′

Ç
1

k

å−n
p

‖f‖Lp = Ck
n
Ä

1
p
− 1

p′
ä
−2‖f‖Lp .

That’s why it is enough to prove this theorem for k = 1.

Lemma 1. Let ω(x) ∈ S(Rn), 0 < ε < 1 and σεω(ξ) = ε−nω
Ä
ξ
ε

ä
. Let us denote

Pε(ξ) := p.v.

Ç
1

|η|2 − 1
∗ σεω

å
(ξ).

Then
|Pε(ξ)| ≤

c

ε
.

Proof. For Pε we have the following representation:

Pε = p.v.

Ç∫
1−ε≤|η|≤1+ε

+
∫

|η|<1−ε
+
∫

|η|>1+ε

å
σεω(ξ − η)

|η|2 − 1
dη = I1 + I2 + I3.

The integrals I2 and I3 can be easily bounded by ε−1‖ω‖L1 because |η| < 1− ε implies

that
∣∣∣ 1
|η|2−1

∣∣∣ = 1
1−|η|2 <

1
ε

and |η| > 1 + ε implies that
∣∣∣ 1
|η|2−1

∣∣∣ = 1
|η|2−1

< 1
ε
. By the

definition of p.v. we have

I1 = lim
δ→+0

∫

δ<|1−|η||<ε

σεω(ξ − η)

|η|2 − 1
dη = lim

δ→+0

Ç∫ 1−δ

1−ε
+
∫ 1+ε

1+δ

å ∫
Sn−1

σεω(ξ−rθ) r
n−1

r2 − 1
dθdr.

Replacing r with 2 − r in the latter integral we obtain

I1 = lim
δ→+0

∫ 1−δ

1−ε

F (r, ξ)

r − 1
dr,
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where

F (r, ξ) =
∫

Sn−1

ñ
σεω(ξ − rθ)

rn−1

r + 1
− σεω(ξ − (2 − r)θ)

(2 − r)n−1

3 − r

ô
dθ.

If we observe that F (1, ξ) = 0 then we get by the mean value theorem (Lagrange
formulae) that

∣∣∣∣∣

∫ 1−δ

1−ε

F (r, ξ)

r − 1
dr

∣∣∣∣∣ =

∣∣∣∣∣

∫ 1−δ

1−ε

F (r, ξ) − F (1, ξ)

r − 1
dr

∣∣∣∣∣ ≤ (ε− δ) sup
1−ε<r<1

∣∣∣∣∣
∂F

∂r
(r, ξ)

∣∣∣∣∣

≤ ε sup
1−ε<r<1

∣∣∣∣∣
∂F

∂r

∣∣∣∣∣ .

But

∂F

∂r
=

Ç
rn−1

r + 1

å′ ∫

Sn−1
σεω(ξ − rθ)dθ

− rn−1

r + 1

∫

Sn−1
θ · ∇(σεω(ξ − rθ))dθ −

Ç
(2 − r)n−1

3 − r

å′ ∫

Sn−1
σεω(ξ − (2 − r)θ)dθ

− (2 − r)n−1

3 − r

∫

Sn−1
θ · ∇(σεω(ξ − (2 − r)θ))dθ = θ1 + θ2 + θ3 + θ4.

By the proof of Lemma 2 below we get |θ1| ≤ c1ε
−1 and |θ3| ≤ c3ε

−1, where the
constants c1 and c3 depend on ω. The second integral θ2 can be estimated as (see
Lemma 2)

ε−1
n∑

j=1

rn−1

r + 1

∫

Sn−1
θjσε

Ç
∂

∂xj
ω

å
(ξ − rθ)dθ ≤ c2ε

−2.

The same estimate holds for θ4. Thus, Lemma 1 is proved.

Lemma 2. Let us assume that f ∈ L∞(Sn−1) and ω ∈ S(Rn). Then
∥∥∥∥
∫

Sn−1
σεω(ξ − θ)f(θ)dθ

∥∥∥∥
L∞(Rn)

≤ Cε−1.

Proof. We can reduce the proof to compactly supported ω, since C∞
0

S
= S. Let us take

a C∞
0 -partition of unity in R

n such that
∑∞
j=0 ψj(ξ) = 1 or even

∑∞
j=0 ψj

(
1
ξ

)
= 1, where

ψ0 is supported in |ξ| < 1 and ψj = ψ(2−jξ) for j = 1, 2, 3, . . . , with ψ supported in
the annulus 1/2 < |ξ| < 2. That’s why we may write

∫

Sn−1
σεω(ξ − θ)f(θ)dθ =

∞∑

j=0

∫

Sn−1
ε−nψj

Ç
ξ − θ

ε

å
ω

Ç
ξ − θ

ε

å
f(θ)dθ.

For j = 1, 2, 3, . . . , the function ψj
Ä
ξ−θ
ε

ä
ω
Ä
ξ−θ
ε

ä
is supported in the annulus 2j−1 ≤

| · | ≤ 2j+1. Since ω is rapidly decreasing we have that, in this annulus,
∣∣∣∣∣ω

Ç
ξ − θ

ε

å∣∣∣∣∣ ≤
CM

(1 + 2j)M
,
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for all M ∈ N. Hence
∣∣∣∣∣

∫

Sn−1
ε−n(ψjω)

Ç
ξ − θ

ε

å
f(θ)dθ

∣∣∣∣∣ ≤ CM
(2j+1ε)n−1

(1 + 2j)M
ε−n ≤ C ′

Mε
−1 (2j)n−1

(1 + 2j)M
.

Taking M large enough the sum in j converges to Cε−1. To end the proof of Lemma
2 notice that the term for j = 0 satisfes this inequality trivially.

Exercise 49. Prove that (−∆)−1 : L2
δ(R

3) → L2
−δ(R

3) for δ > 1.

Let us return to the proof of Theorem 1. We can rewrite “G1f in the form

“G1f = Cp.v.
∫

Rn

f̂(ξ)ei(x,ξ)dξ

|ξ|2 − 1
+ I1f,

where
I1f = C

∫

Sn−1
f̂(θ)ei(θ,x)dθ.

Let us take a partition of unity
∑∞
j=0 ψj(x) = 1 such that suppψ0 ⊂ {|x| < 1} and

suppψj ⊂ {2j−1 < |x| < 2j+1}, where ψj = ψ(2−jx) with a fixed function ψ ∈ S.
Denote Ψj := ψjG

+
1 and Kjf := Ψj ∗f , where G+

1 is the kernel of the integral operator
“G1. Using the estimates of the Hankel function H

(1)
n−2

2

(|x|) for |x| < 2 we obtain

|Ψ0| ≤ C|x|2−n, n ≥ 3

and
|Ψ0| ≤ C(|log |x|| + 1), n = 2.

Exercise 50 (Sobolev inequality). Let 0 < α < n, 1 < p < q < ∞ and 1
q

= 1
p
− α

n
.

Then ∥∥∥∥∥

∫

Rn

f(y)dy

|x− y|n−α
∥∥∥∥∥
Lq

≤ C‖f‖Lp .

Hint: For K := |x|−n+α use the representation K = K1 +K2, where

K1 =




K, |x| < µ

0, |x| > µ
and K2 =





0, |x| < µ

K, |x| > µ.

From Sobolev inequality for α = 2 we may conclude that the operatorK0 is bounded
from Lp(Rn) → Lp

′
(Rn) for the range 2

n
≥ 1

p
− 1

p′ ≥ 0 if n ≥ 3 and 1 > 1
p
− 1

p′ ≥ 0 if

n = 2. From Lemma 1 and 2 with ε = 1
2j we can obtain that

‖F (Ψj)‖∞ = ‖(|ξ|2 − 1 − i0)−1 ∗ ψj‖∞ ≤ C · 2j.

This inequality leads to
‖Kj‖L2→L2 ≤ C · 2j,
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because

‖Kjf‖L2 = ‖F (Ψj ∗ f)‖L2 = C‖”Ψj · f̂‖L2 ≤ ‖”Ψj‖L∞‖f̂‖L2 ≤ C · 2j‖f‖L2 .

On the other hand, due to the estimate of the fundamental solution at infinity we can
obtain that |Ψj(x)| ≤ C · 2−j·n−1

2 and

‖Kj‖L1→L∞ ≤ C · 2−j·n−1
2 .

We have used here two facts:
∣∣∣∣H

(1)
n−2

2

(|x|)
∣∣∣∣ ≤

C

|x| 12
, |x| > 1

and supp Ψj(x) ⊂ {x : 2j−1 < |x| < 2j+1}. Interpolating these estimates we obtain the
self-dual estimates:

‖Kj‖Lp→Lp′ ≤ C(2j)2(1− 1
p)−

n−1
2 ( 2

p
−1).

For convergence of this series we need the condition 2(1 − 1
p
) − n−1

2
(2
p
− 1) < 0 or

1
p
− 1

p′ >
2

n+1
. If we want to get the sharper inequality 1

p
− 1

p′ ≥ 2
n+1

we have to use
Stein’s theorem about interpolation. Thus, Theorem 1 is proved.

It follows from Theorem 1 that if we consider the values of p from the interval

2n

n+ 2
≤ p ≤ 2n+ 2

n+ 3
, n ≥ 3

1 < p ≤ 6/5, n = 2,

then we have the self-dual estimate

‖“Gk‖Lp→Lp′ ≤ C

|k|2−n
Ä

1
p
− 1

p′
ä .

But we would like to extend the estimates for “Gk for 2n
n+2

≤ p ≤ 2, n ≥ 3, and
1 < p ≤ 2, n = 2. In order to do so we use interpolation of the Agmon’s estimate and
the latter estimate for p = 2n+2

n+3
. This process leads to the estimate

‖“Gk‖Lp
δ
→Lp′

−δ

≤ C

|k|1−(n−1)( 1
p
− 1

2)
,

where 2n+2
n+3

< p ≤ 2, n ≥ 2 and δ > 1
2
− (n+ 1)

(
1
2p

− 1
4

)
.

Theorem 2. Assume that the potential q(x) belongs to Lpσ(R
n), n ≥ 2, with n

2
< p ≤ ∞

and σ = 0 for n
2
< p ≤ n+1

2
and σ > 1 − n+1

2p
for n+1

2
< p ≤ +∞. Then for all k 6= 0

the limit
“Gq := lim

ε→+0
(H − k2 − iε)−1
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exists in the uniform operator topology from L
2p

p+1
σ
2

(Rn) to L
2p

p−1

−σ
2

(Rn) with the norm
estimate

‖“Gqf‖
L

2p
p−1

−σ
2

≤ C|k|−γ‖f‖
L

2p
p+1
σ
2

for large k with p and σ as above and with γ = 2− n
2

for n
2
< p ≤ n+1

2
and γ = 1− n−1

2p

for n+1
2
< p ≤ ∞.

Proof. Let us prove first that the integral operator K̂ with the kernel

K(x, y) := |q| 12 (x)G+
k (|x− y|)q 1

2
(y),

where q 1
2
(y) = |q(y)| 12 sgn q(y) maps from L2(Rn) to L2(Rn) with the same norm es-

timate as in Theorem 2. Indeed, if f ∈ L2(Rn) and q ∈ Lpσ(R
n) then |q| 12 ∈ L2p

σ
2
(Rn)

and, therefore, f |q| 12 ∈ L
2p

p+1
σ
2

(Rn). Applying Theorem 1 we obtain

‖“Gk(|q|
1
2f)‖

L

2p
p−1

−σ
2

≤ C|k|−γ‖f‖
L

2p
p+1
σ
2

,

where γ is as in Theorem 2. Then, by Hölder’s inequality we have that |q| 12 “Gk(q 1
2
f) ∈

L2(Rn) as asserted.
Let us consider now the operator “Gq. This operator satisfies the resolvent equation

“Gq = “Gk − “Gkq“Gq

which follows easily from (H−k2)“Gq = I. Denote by “Gl and “Gr the integral operators

having the kernels G+
k (|x−y|)q 1

2
(y) and |q(x)| 12G+

k (|x−y|), respectively. Then one can
show that

“Gq = “Gk − “Gl(1 + K̂)−1 “Gr

for large k. Since K̂ : L2 → L2, “Gr : L
2p

p+1
σ
2

→ L2 and “Gl : L2 → L
2p

p−1

−σ
2

then we may

conclude that Theorem 2 is proved.

There are some corollaries from these two theorems.

Corollary 1. Assume that the potential q(x) belongs to Lpσ(R
n) ∩ L1(Rn) with p and

σ as in Theorem 2. Then for λ > 0 large enough there is a unique solution u of the
equation

(−∆ + q − λ)u = 0

of the form

u(x,
−→
k ) = ei(

−→
k ,x) + usc(x,

−→
k ),

where
−→
k , x ∈ R

n, (
−→
k ,

−→
k ) = λ and

‖|q| 12usc‖L2(Rn) ≤
C

λ
γ
2

‖q‖
1
2

L1(Rn)

with γ as in Theorem 2.
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Proof. Let us rewrite the Lippmann-Schwinger equation

u(x,
−→
k ) = ei(

−→
k ,x) −

∫

Rn
G+
λ (|x− y|)q(y)u(y,−→k )dy

in the form

|q(x)| 12u(x,−→k ) = |q(x)| 12 ei(
−→
k ,x) −

∫

Rn
K(x, y)|q(y)| 12u(y,−→k )dy

or
v = v0 − K̂v,

where v(x) = |q(x)| 12u(x,−→k ), v0(x) = |q(x)| 12 ei(
−→
k ,x) and K̂ is as above. Since v0 ∈ L2

if and only if q ∈ L1 and K̂ : L2 → L2 with a good norm estimate, we may conclude
that

v = v0 + K̂v0 + K̂2v0 + . . .

for |−→k | large enough and

‖v − v0‖L2 ≤ C‖K̂‖L2→L2‖v0‖L2

i.e.

‖|q(x)| 12usc‖L2 ≤ C

λγ/2
‖q‖

1
2

L1 .

Corollary 2. Let v be the outgoing solution of the inhomogeneous Schrödinger equation

(H − k2)v = f

i.e.
v = (H − k2 − i0)−1f,

where f ∈ S(Rn). Then the following representation holds:

v(x) = “Gk(f − q“Gq(f))(x).

Moreover, for |x| → ∞ and fixed positive k,

v(x, k) = Cn
eik|x|k

n−3
2

|x|n−1
2

Af (k, θ
′) + o

(
1

|x|n−1
2

)
,

where θ′ = x
|x| and the function Af is defined by

Af (k, θ
′) :=

∫

Rn
e−ik(θ

′,y)(f(y) − q(y)“Gq(f))dy.
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Proof. The first representation follows immediately from the definition of “Gq. Indeed,

since v = “Gqf then “Gkf = v + “Gkqv or v = “Gkf − “Gkqv = “Gk(f − q“Gqf).
In order to prove the asymptotic behavior for v let us assume that q and f have

compact support, say in the ball {x : |x| ≤ R}. We will use the following asymptotic
behavior of G+

k (|x|) :

1) k|x| < 1 :

a) G+
k (|x|) ∼ C|x|2−n, n ≥ 3,

b) G+
k (|x|) ∼ C log(k|x|), n = 2.

2) k|x| > 1 :

G+
k (|x|) ∼ C k

n−3
2

|x|
n−1

2
eik|x|, n ≥ 2.

Since k is fixed, |y| ≤ R and |x| → +∞ we may assume that k|x − y| > 1 for x large
enough. That’s why

v(x) = C
eik|x|k

n−3
2

|x|n−1
2

∫

|y|≤R
eik(|x−y|−|x|)(f − q“Gqf)dy

+
∫

|y|≤R
o

(
1

|x− y|n−1
2

)
(f − q“Gqf)dy = I1 + I2.

It is clear that for I2 the following is true

I2 = o

(
1

|x|n−1
2

∫

|y|≤R
(f(y) − q(y)“Gqf(y))dy

)
= o

(
1

|x|n−1
2

)
,

because f − q“Gqf is an integrable function. Next, let us note that

|x− y| − |x| =
|x− y|2 − |x|2
|x− y| + |x| =

y2 − 2(x, y)

|x− y| + |x| = −
Ç
x

|x| , y
å

+ O
Ç

1

|x|

å
, |x| → +∞.

That’s why we can rewrite the integral appearing in I1 as follows:

∫

|y|≤R
e−ik(

x
|x| ,y)+O( 1

|x|)(f − q“Gqf)dy =
∫

|y|≤R
e−ik(θ

′,y)(f − q“Gqf)dy

+ O
Ç

1

|x|

å ∫
|y|≤R

e−ik(θ
′,y)(f − q“Gqf)dy

=
∫

|y|≤R
e−ik(θ

′,y)(f − q“Gqf)dy + O
Ç

1

|x|

å
,

where θ′ = x
|x| ∈ S

n−1. Thus, Corollary 2 is proved when q and f have compact support.
The proof in the general case is much more difficult and is therefore omitted.
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Remark. Hint for the general case: The integral over R
n might be divided in two parts:

|y| < |x|ε and |y| > |x|ε, where ε > 0 is chosen appropriately.

Lemma 3 (Optical lemma). For the function Af (k, θ
′) the following equality holds:

∫

Sn−1
|Af (k, θ′)|2dθ′ = − 1

C2kn−2

∫

Rn
Im (fv)dx,

where C is the constant from the asymptotic representation of v = (H − k2 − i0)−1f .

Proof. Let ρ be a smooth real-valued function on [0,+∞) such that 0 ≤ ρ ≤ 1 and
ρ(r) = 1 for 0 ≤ r < 1 and ρ(r) = 0 for r ≥ 2. We set ρm(r) = ρ

Ä
r
m

ä
. Multiplying f

by vρm(|x|), integrating over R
n and taking imaginary parts leads to

Im
∫

Rn
f(x)ρm(|x|)v(x)dx = Im

∫

Rn
(−∆v)ρm(|x|)v(x)dx.

As m tends to infinity, the left-hand side converges to Im
∫
Rn f(x)v(x)dx. To get the

desired limit for the right-hand side, we integrate by parts and obtain

Im
∫

Rn
(−∆v)ρm(|x|)v(x)dx = Im

∫

Rn

x

|x| · ∇vρ
′
m(|x|)v(x)dx

= Im
∫

Rn

î
(θ′ · ∇v − ikv)v(x)ρ′m(|x|) + ikρ′m(|x|)|v|2

ó
dx

= Im
∫

Rn
(θ′ · ∇v − ikv)v(x)ρ′m(x)dx

+ k
∫

Rn
ρ′m(|x|)|v(x)|2dx = I1 + I2.

Since v = (H−k2−i0)−1f then using the asymptotical representation we may conclude
that v satisfies the Sommerfeld radiation condition

∂v

∂r
− ikv = o

Ç
1

r
n−1

2

å
, r = |x|

at the infinity. That’s why I1 → 0 as m → ∞. By Corollary 2 the second term I2 is
equal to

k
∫

Rn
ρ′m(|x|)|v(x)|2dx = k

∫

Rn
ρ′m(|x|) · C2 k

n−3

|x|n−1
|Af (k, θ′)|2dx

+ k
∫

Rn
ρ′m(|x|)o

Ç
1

|x|n−1

å
dx

= C2kn−2
∫

Sn−1
|Af (k, θ′)|2dθ′

∫ 2m

m

rn−1

rn−1
ρ′m(r)dr

+ k
∫

Sn−1
dθ
∫ 2m

m
rn−1o

Ç
1

rn−1

å
ρ′m(r)dr

= C2kn−2
∫

Sn−1
|Af (k, θ′)|2dθ′

∫ 2m

m
ρ′m(r)dr + om(1)

= C2kn−2
∫

Sn−1
|Af (k, θ′)|2dθ′[ρ(2) − ρ(1)] + om(1)

= −C2kn−2
∫

Sn−1
|Af (k, θ′)|2dθ′ + om(1).
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Letting m→ ∞ we obtain

Im
∫

Rn
f(x)v(x)dx = −C2kn−2

∫

Sn−1
|Af (k, θ′)|2dθ′.

Thus, Lemma 3 is proved.

Exercise 51. Let n = 2 or n = 3. Assume that q ∈ Lp(Rn)∩L1(Rn) with 1 < p ≤ ∞
if n = 2 and 3 < p ≤ ∞ if n = 3. Prove that the generalized eigenfunctions u(x,

−→
k )

are uniformly bounded with respect to x ∈ R
n and |−→k | large enough.

We will obtain very important corollaries from Optical lemma. Let Aq(k) denote
the linear mapping that takes the inhomogeneity f to the corresponding scattering
amplitude

Aq(k) : f(x) → Af (k, θ
′).

Lemma 4. Let the potential q(x) satisfy the conditions from Theorem 2. Then Aq

is a well-defined bounded operator from L
2p

p+1
σ
2

(Rn) to L2(Sn−1) with the operator norm
estimate

‖Aq‖
L

2p
p+1
σ
2

→L2

≤ C

|k| γ
2
+n−2

2

,

where p, σ and γ are as in Theorem 2.

Proof. By Lemma 3 and the definition of Aqf we have that

‖Aqf‖2
L2(Sn−1) =

∫

Sn−1
|Af (k, θ′)|2dθ′ = − 1

C2 |k|n−2

∫

Rn
Im (f · v)dx

≤ 1

C2 |k|n−2‖v‖
L

2p
p−1

−σ
2

(Rn)
‖f‖

L

2p
p+1
σ
2

(Rn)
.

Further, since v = “Gqf, we obtain from Theorem 2 that

‖Aqf‖2
L2(Sn−1) ≤

C

|k|n−2 · |k|−γ ‖f‖2

L

2p
p+1
σ
2

(Rn)

.

Thus, Lemma 4 is proved.

Let us denote by A0(k) the operator Aq(k) which corresponds to the potential q ≡ 0
i.e.

A0f(θ′) =
∫

Rn
e−ik(θ

′,y)f(y)dy.

It is not so difficult to see that

Aqf(θ′) = Af (k, θ
′) =

∫

Rn
f(y)u(y, k, θ′)dy,
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where u(·, k, θ′) is the solution of Lippmann-Schwinger equation. Indeed, by Corollary
2 of Theorem 2 we have

Af (k, θ
′) =

∫

Rn
e−ik(θ

′,y)(f(y) − q(y)“Gq(f))dy = ((I − q“Gq)f, e
ik(θ′,y))L2(Rn)

= (f, (I − “Gq(q))e
ik(θ′,·))L2(Rn) =

∫

Rn
f(y)(I − “Gq(q))(eik(θ

′,·))(y)dy

=
∫

Rn
f(y)u(y, k, θ′)dy,

since “Gq is a self-adjoint operator.
Let us prove now that

u(y, k, θ′) := (I − “Gq(q))(e
ik(θ′,·))(y)

is the solution of Lippmann-Schwinger equation. Indeed,

(H − k2)u = (H − k2)(eik(θ
′,y)) − (H − k2)“Gq(q) · (eik(θ

′,·))(y)

= (−∆ − k2)eik(θ
′,y) + qeik(θ

′,y) − qeik(θ
′,y) = 0,

since (−∆ − k2)eik(θ
′,y) = 0 and (H − k2)“Gq = I. It means that this u(y, k, θ′) is the

solution of the equation (H − k2)u = 0.

Remark. Let us consider the Lippmann-Schwinger equation

u(x, k, θ) = eik(x,θ) −
∫

Rn
G+
k (|x− y|)q(y)u(y, k, θ)dy.

Then for fixed k > 0 and |x| → ∞ the solution u(x, k, θ) admits the asymptotical
representation

u(x, k, θ) = eik(x,θ) + Cn
eik|x|k

n−3
2

|x|n−1
2

A(k, θ′, θ) + o

(
1

|x|n−1
2

)
,

where θ′ = x
|x| and the function A(k, θ′, θ) is called the scattering amplitude and has

the form
A(k, θ′, θ) =

∫

Rn
e−ik(θ

′,y)q(y)u(y, k, θ)dy.

For k < 0 we set

A(k, θ′, θ) = A(−k, θ′, θ), u(x, k, θ) = u(x,−k, θ).

Proof. If (H − k2)u = 0 and u = eik(θ,x) + usc(x, k, θ) then usc(x, k, θ) satisfies the
equation

(H − k2)usc = −qeik(θ,x).
That’s why we may apply Corollary 2 of Theorem 2 with v := usc and f := −qeik(θ,x)
and obtain

usc(x, k, θ) = Cn
eik|x|k

n−3
2

|x|n−1
2

Af (k, θ
′) + o

(
1

|x|n−1
2

)
,
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where

Af (k, θ
′) =

∫

Rn
e−ik(θ

′,y)(−qeik(θ,y) + q“Gq(qe
ik(θ,·))(y))dy

= −
∫

Rn
e−ik(θ

′,y)q(y)(eik(θ,y) − “Gq(qe
ik(θ,·))dy.

But we have proved that eik(θ,y)− “Gq(qe
ik(θ,·))(y) is solution of the equation (H−k2)u =

0. That’s why we may conclude that

Af (k, θ
′) = −

∫

Rn
e−ik(θ

′,y)q(y)u(y, k, θ)dy := −A(k, θ′, θ).

Thus, this remark is proved.

Now let Φ0(k) and Φ(k) be the operators defined for f ∈ L2(Sn−1) as

(Φ0(k)f)(x) := |q(x)| 12
∫

Sn−1
eik(x,θ)f(θ)dθ (10.1)

and
(Φ(k)f)(x) := |q(x)| 12

∫

Sn−1
u(x, k, θ)f(θ)dθ. (10.2)

Lemma 5. The operators Φ0(k) and Φ(k) are bounded from L2(Sn−1) to L2(Rn) with
the norm estimates

‖Φ0(k)‖, ‖Φ(k)‖ ≤ C

k
γ
2
+n−2

2

, k > 0,

where γ is as in Theorem 2.

Proof. Let us prove that

(Φ0(k)f)(x) = |q(x)| 12 (A∗
0f)(x) (10.3)

and
(Φ(k)f)(x) = |q(x)| 12 (A∗

qf)(x), (10.4)

where A∗
0 and A∗

q are the adjoint operators for A0 and Aq, respectively. Indeed, if
f ∈ L2(Sn−1) and g ∈ L2(Rn) then

∫

Sn−1
f(θ)(A0g)(θ)dθ =

∫

Sn−1
f(θ)dθ

∫

Rn
eik(θ,y)g(y)dy

=
∫

Rn
g(y)dy

∫

Sn−1
eik(θ,y)f(θ)dθ

=
∫

Rn

Å∫
Sn−1

eik(θ,y)f(θ)dθ
ã
g(y)dy.

It means that
A∗

0f(y) =
∫

Sn−1
eik(θ,y)f(θ)dθ
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and (10.3) is immediate. Similarly for (10.4). Since (see Lemma 4)

‖A0‖, ‖Aq‖
L

2p
p+1
σ
2

→L2(Sn−1)
≤ C

k
γ
2
+n−2

2

we have that

‖A∗
0‖, ‖A∗

q‖
L2(Sn−1)→L

2p
p−1

−σ
2

(Rn)
≤ C

k
γ
2
+n−2

2

.

The proof is finished by

‖Φ0(k)f‖L2(Rn) = ‖|q| 12 (A∗
0f)‖L2(Rn) ≤ ‖q‖

1
2

Lp
σ(Rn)‖A∗

0f‖
L

2p
p−1

−σ
2

(Rn)

≤ C

k
γ
2
+n−2

2

‖q‖
1
2

Lp
σ(Rn)‖f‖L2(Sn−1),

where we have made use of Hölder inequality in the first estimate. It is clear that the
same is true for Φ(k).
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11 Some inverse problems for the Schrödinger op-

erator

The classical inverse scattering problem is to reconstruct the potential q(x) from the
knowledge of the far field data (scattering amplitude) A(k, θ′, θ), when k, θ′ and θ are
restricted to some given set.

If q ∈ L1(Rn) then q(y)u(y, k, θ) ∈ L1(Rn) uniformly with respect to θ ∈ S
n−1 due

to

q(y)u(y, k, θ) = q(y)(eik(θ,y) + usc(y, k, θ)) = q(y)eik(θ,y)︸ ︷︷ ︸
∈L1

+ |q| 12︸︷︷︸
∈L2

· q 1
2
usc(y, k, θ)

︸ ︷︷ ︸
∈L2

and Hölder’s inequality. That’s why we may conclude that the scattering amplitude
A(k, θ′, θ) is well-defined and continuous. Also the following representation holds:

A(k, θ′, θ) =
∫

Rn
e−ik(θ

′,y)q(y)(eik(θ,y) + usc)dy =
∫

Rn
e−ik(θ

′−θ,y)q(y)dy +R(k, θ′, θ)

= (2π)n/2(Fq)(k(θ′ − θ)) +R(k, θ′, θ),

where R(k, θ′, θ) → 0 as k → +∞ uniformly with respect to θ′ and θ. This fact implies
that

A(k, θ′, θ) ≈ (2π)n/2(Fq)(k(θ′ − θ))

or
q(x) ≈ (2π)−n/2F−1(A(k, θ′, θ))(x),

where the inverse Fourier transform must be understood in some special sense.
Let us introduce the cylinders M0 = R × S

n−1 and M = M0 × S
n−1, and the

measures µθ and µ on M0 and M , respectively, as

dµθ(k, θ
′) =

1

4
|k|n−1dk|θ − θ′|2dθ′,

dµ(k, θ′, θ) =
1

|Sn−1|dθdµθ(k, θ
′)

where |Sn−1| = 2πn/2

Γ(n
2
)

is the area of the unit sphere S
n−1 and dθ and dθ′ denote the

usual Lebesgue measures on S
n−1. We shall define the inverse Fourier transform on

M0 and M as

(F−1
M0
ϕ1)(x) =

1

(2π)n/2

∫

M0

e−ik(θ−θ
′,x)ϕ1(k, θ

′)dµθ,

(F−1
M ϕ2)(x) =

1

(2π)n/2

∫

M
e−ik(θ−θ

′,x)ϕ2(k, θ
′, θ)dµ.

If we write ξ = k(θ − θ′) then k and θ′ are obtained by

k =
|ξ|

2(θ, ξ̂)
, θ′ = θ − 2(θ, ξ̂)ξ̂, ξ̂ =

ξ

|ξ| . (11.1)
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Exercise 52. Let uθ(k, θ
′) be the coordinate mapping M0 → R

n given as

uθ(k, θ
′) = k(θ − θ′),

where θ is considered as a fixed parameter. Prove that

1) the formulas (11.1) for k and θ′ hold

2) the following is true:

∫

M0

ϕ ◦ uθ(k, θ′)dµθ(k, θ′) =
∫

Rn
ϕ(x)dx

if ϕ ∈ S is even and

∫

M
ϕ ◦ uθ(k, θ′)dµ(k, θ′, θ) =

∫

Rn
ϕ(x)dx

if ϕ ∈ S.

3) in addition:
F−1
M0

(ϕ ◦ uθ) = F−1ϕ

if ϕ ∈ S is even and
F−1
M (ϕ ◦ uθ) = F−1ϕ

if ϕ ∈ S. Here F−1 is the usual inverse Fourier transform in R
n.

Exercise 53. Prove that

1) A(−k, θ′, θ) = A(k, θ′, θ)

2) A(k, θ′, θ) = A(k,−θ,−θ′).

The approximation q(x) ≈ (2π)−
n
2F−1(A(k, θ′, θ)(x)) for all θ′ and θ and for suffi-

ciently large k allows us to introduce the following definitions.

Definition. The inverse Born approximations qθB(x) and qB(x) of the potential q(x)
are defined by

qθB(x) = (2π)−n/2(F−1
M0
A)(x) =

1

(2π)n

∫

M0

e−ik(θ−θ
′,x)A(k, θ′, θ)dµθ,

and

qB(x) = (2π)−n/2(F−1
M A)(x) =

1

(2π)n

∫

M
e−ik(θ−θ

′,x)A(k, θ′, θ)dµ.

Remark. The equalities from the latter definition must be understood in the sense of
distributions.
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Theorem 1 (Uniqueness). Assume that the potential q(x) belongs Lploc(R
n), n

2
< p ≤

∞, n ≥ 3, and has the special behavior |q(x)| ≤ C|x|−µ, µ > 2, |x| → ∞ at the infinity.
Then the knowledge of qθ

B
(x) with θ restricted to an (n − 2) dimensional semisphere

determines q(x) uniquely.

Proof. It is not so difficult to check that if q(x) satisfies the conditions of present
theorem then q(x) will satisfy the conditions of Theorem 2 from Chapter 10:

q ∈ Lp(Rn),
n

2
< p ≤ n+ 1

2

or

q ∈ Lpσ(R
n),

n+ 1

2
< p ≤ +∞, σ > 1 − n+ 1

2p
.

Now we can represent qθB(x) in the form

qθB(x) =
1

(2π)n

∫

M0

e−ik(θ−θ
′,x)A(k, θ′, θ)dµθ(k, θ

′)

=
1

(2π)n

∫

M0

dµθ(k, θ
′)
∫

Rn
e−ik(θ−θ

′,x)e−ik(θ
′,y)q(y)u(y, k, θ)dy

=
1

(2π)n

∫

M0

dµθ

∫

Rn
e−ik(θ−θ

′,x−y)q(y)e−ik(θ,y)u(y, k, θ)dy,

where u(y, k, θ) is the solution of the Lippmann-Schwinger equation. Denoting

v(y, k, θ) := e−ik(θ,y)u(y, k, θ)

and making the change of variables ξ = k(θ − θ′) we obtain

qθB(x) =
1

(2π)n

∫

Rn
dξ
∫

Rn
e−i(ξ,x−y)q(y)v

(
y,

|ξ|
2(θ, ξ̂)

, θ

)
dy.

The usual Fourier transform of qθB(x) is equal to

q̂θB(ξ) = q̂(ξ) + (2π)−n/2
∫

Rn
ei(ξ,y)q(y)

[
v

(
y,

|ξ|
2(θ, ξ̂)

, θ

)
− 1

]
dy

and it implies that

|q̂θB − q̂| ≤ (2π)−n/2
∫

Rn
|q(y)|

∣∣∣∣∣v
(
y,

|ξ|
2(θ, ξ̂)

, θ

)
− 1

∣∣∣∣∣ dy,

where the function v(y, k, θ) solves the equation

v(x, k, θ) = 1 −
∫

Rn
e−ik(x,θ)G+

k (|x− y|)eik(y,θ)q(y)v(y, k, θ)dy

i.e.

v = 1 − ̂̃
Gk(qv),
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where ‹Gk = e−ik(x−y,θ)G+
k . For k large enough we may obtain that

v = (I +
̂̃
Gkq)

−1(1)

or

v = 1 − ̂̃
Gq(q), (11.2)

where
̂̃
Gq is the integral operator with the kernel ‹Gq = e−ik(x−y,θ)Gq and the integral

operator “Gq with this kernel satisfies also the equation (H − k2)“Gq = I. In order to
prove (11.2) we recall that

“Gq = “Gk − “Gkq“Gq

and, therefore
̂̃
Gq =

̂̃
Gk − ̂̃

Gkq
̂̃
Gq

or
̂̃
Gq = (I +

̂̃
Gkq)

−1̂̃Gk.

The last equality implies that

̂̃
Gq(q) = (I +

̂̃
Gkq)

−1̂̃Gk(q) = −(v − 1)

because

(I +
̂̃
Gkq)

−1̂̃Gk(q) = −(v − 1)

is equivalent to

̂̃
Gk(q) = −(I +

̂̃
Gkq)(v − 1) = −(v − 1) − (

̂̃
Gkq)(v) + (

̂̃
Gkq)(1)

= −v + 1 − 1 + v +
̂̃
Gk(q) =

̂̃
Gk(q).

That’s why we may apply Theorem 2 of Chapter 10 and get

‖v − 1‖
L

2p
p−1

−σ
2

(Rn)
= ‖̂̃Gq(q)‖

L

2p
p−1

−σ
2

≤ C

kγ
‖q‖

L

2p
p+1
σ
2

,

where γ, p and σ are as in that theorem. It remains to check only that the potential

q ∈ Lploc(R
n) with the special behavior at the infinity belongs to L

2p
p+1
σ
2

(Rn). But it is a

very simple exercise. Hence, the letter inequality leads to

|q̂θB(ξ) − q̂(ξ)| ≤ C‖q‖2

L

2p
p+1
σ
2

(Rn)

(
|(ξ̂, θ)|
|ξ|

)γ
, ξ 6= 0

with the same γ. If q1 and q2 are as q then

|q̂1(ξ) − q̂2(ξ)| = |q̂1(ξ) − q̂θB + q̂θB − q̂2(ξ)| ≤ |q̂1(ξ) − q̂θB| + |q̂θB − q̂2(ξ)|

≤ C‖q1‖2

L

2p
p+1
σ
2

(Rn)

(
|(ξ̂, θ)|
|ξ|

)γ
+ C‖q2‖2

L

2p
p+1
σ
2

(Rn)

(
|(ξ̂, θ)|
|ξ|

)γ
= 0

if (ξ̂, θ) = 0. Thus, this theorem is proved because (ξ̂, θ) = 0 precisely when θ runs
through an (n− 2)-dimensional semisphere, see [6, 7].
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Theorem 2 (Saito’s formula). Under the same assumptions for q(x) as in Theorem
1,

lim
k→+∞

kn−1
∫

Sn−1

∫

Sn−1
e−ik(θ−θ

′,x)A(k, θ′, θ)dθdθ′ =
(2π)n

π

∫

Rn

q(y)dy

|x− y|n−1
,

where the limit holds in classical sense for n < p ≤ ∞ and in the sense of the distri-
butions for n

2
< p ≤ n.

Proof. Let us consider only the case n < p ≤ ∞. The proof for n
2
< p ≤ n takes place

with some changes.
By definition of the scattering amplitude,

I := kn−1
∫

Sn−1

∫

Sn−1
A(k, θ′, θ)e−ik(θ−θ

′,x)dθdθ′

= kn−1
∫

Rn
q(y)dy

∫

Sn−1

∫

Sn−1
eik(θ−θ

′,y−x)dθdθ′

+ kn−1
∫

Rn
q(y)dy

∫

Sn−1

∫

Sn−1
e−ik(θ

′,y)R(y, k, θ)e−ik(θ−θ
′,x)dθdθ′ := I1 + I2,

where R(y, k, θ) is given by

R(y, k, θ) = −
∫

Rn
G+
k (|y − z|)q(z)u(z, k, θ)dz

and u(z, k, θ) is the solution of the Lippmann-Schwinger equation. Since

∫

Sn−1

∫

Sn−1
eik(θ−θ

′,y−x)dθdθ′ =
∣∣∣∣
∫

Sn−1
eik(θ,y−x)dθ

∣∣∣∣
2

=
4πn−1

Γ2(n−1
2

)

Å∫ π

0
eik|y−x| cosψ(sinψ)n−2dψ

ã2

= (2π)n
J2

n−2
2

(k|x− y|)
(k|x− y|)n−2

,

then I1 can be represented in the form

I1 = (2π)nk
∫

Rn

q(y)

|x− y|n−2
J2

n−2
2

(k|x− y|)dy.

We consider two cases: k|x− y| < 1 and k|x− y| > 1. In the first case using Hölder’s
inequality the integral I ′1 over {y : k|x− y| < 1} can be estimated by

|I ′1| ≤ Ck
∫

|x−y|< 1
k

|q(y)|(k|x− y|)n−2

|x− y|n−2
dy

≤ Ckn−1

Ç∫
|x−y|< 1

k

|q(y)|pdy
å 1

p
Ç∫

|x−y|< 1
k

1 · dy
å 1

p′

= Ckn−1 · k−
n
p′

Ç∫
|x−y|< 1

k

|q(y)|pdy
å 1

p

= Ck
n
p
−1

Ç∫
|x−y|< 1

k

|q(y)|pdy
å 1

p

→ 0
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as k → +∞ since n < p ≤ ∞. This means that for every fixed x (or even uniformly
with respect to x) I ′1 approaches to zero as k → ∞. Hence, we need only to estimate
the integral I ′′1 over {y : k|x− y| > 1}. The asymptotic behavior of the Bessel function
Jν(·) for large argument implies that

I ′′1 = (2π)nk
∫

|x−y|> 1
k

q(y)

|x− y|n−2

×
[√

2

πk|x− y| cos
Å
k|x− y| − nπ

4
+
π

4

ã
+ O

Ç
1

(k|x− y|)3/2

å]2

dy

= (2π)nk
∫

|x−y|> 1
k

q(y)

|x− y|n−2

[
2 cos2(k|x− y| − nπ

4
+ π

4
)

πk|x− y| + O
Ç

1

(k|x− y|)2

å]
dy

=
(2π)n

π

∫

|x−y|> 1
k

q(y)dy

|x− y|n−1

+
(2π)n

π

∫

|x−y|> 1
k

q(y)

|x− y|n−1
cos

Å
2k|x− y| − nπ

2
+
π

2

ã
dy

+
1

k

∫

|x−y|> 1
k

|q(y)|O(1)

|x− y|n dy

= I
(1)
1 + I

(2)
1 + I

(3)
1 .

It is clear that

lim
k→+∞

I
(1)
1 =

(2π)n

π

∫

Rn

q(y)dy

|x− y|n−1

and
lim

k→+∞
I

(2)
1 = 0.

The latter fact follows from the following arguments. Since q belongs to Lp(Rn) for
p > n and has the special behavior at the infinity then we may conclude that L1-norm
of the function q(y)

|x−y|n−1 is uniformly bounded with respect to x. Hence it follows from

the Riemann-Lebesgue lemma that I
(2)
1 approaches to zero uniformly with respect to

x as k → +∞. For I
(3)
1 we have the estimate

|I(3)
1 | ≤ C

k1−δ

∫

Rn

|q(y)|dy
|x− y|n−δ .

If we choose δ such that 1 > δ > n
p
, then

∫
Rn

q(y)dy
|x−y|n−δ will be uniformly bounded with

respect to x. Therefore, I
(3)
1 → 0 as k → ∞ uniformly with respect to x. If we collect

all estimates we obtain that

lim
k→∞

I1 =
(2π)n

π

∫

Rn

q(y)dy

|x− y|n−1
.

Our next task is to prove that I2 → 0 as k → ∞. Since

I2 = kn−1
∫

Rn
q(y)dy

∫

Sn−1

∫

Sn−1
e−ik(θ

′,y)R(y, k, θ)e−ik(θ−θ
′,x)dθdθ′,
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where
R(y, k, θ) = −

∫

Rn
G+
k (|y − z|)q(z)u(z, k, θ)dz = −“Gk(qu),

then one can check that R(y, k, θ) = −“Gq(qe
ik(θ,z)). Hence, I2 can be represented as

I2 = −kn−1
∫

Rn
q(y)dy

∫

Sn−1
eik(θ

′,x−y)dθ′ · “Gq

Å
q(z)

∫

Sn−1
eik(θ,z−x)dθ

ã

= −kn−1(2π)n
∫

Rn
q(y)

Jn−2
2

(k|x− y|)
(k|x− y|)n−2

2

· “Gq

Ñ
q(z)

Jn−2
2

(k|x− y|)
(k|x− y|)n−2

2

é
dy

= (2π)nk
∫

Rn
q 1

2
(y)

Jn−2
2

(k|x− y|)
(|x− y|)n−2

2

· K̂q

Ñ
|q(z)| 12

Jn−2
2

(k|x− y|)
(|x− y|)n−2

2

é
dy,

where K̂q is the integral operator with the kernel

Kq(x, y) = −|q(x)| 12Gq(k, x, y)q 1
2
(y).

It follows from Theorem 2 of Chapter 10 that K̂q : L2(Rn) → L2(Rn) with the norm
estimate

‖K̂q‖L2→L2 ≤ C

kγ
,

where γ is as in that theorem. That’s why we can estimate I2 using Hölder’s inequality
as

|I2| ≤
C

kγ
k
∫

Rn
|q(y)|

J2
n−2

2

(k|x− y|)
|x− y|n−2

dy.

By the same arguments as in the proof for I1 we can obtain that

k
∫

Rn
|q(y)|

J2
n−2

2

(k|x− y|)
|x− y|n−2

dy <∞

uniformly with respect to x. It implies that

|I2| ≤
C

kγ
→ 0, k → +∞.

Remark. This proof holds also for n = 2. In dimension n = 1 there is an analogous
result in which we replace the double integral in the left hand side by the sum of four
values of the integrand at θ = ±1 and θ′ = ±1.

Theorem 3. Let us assume that n ≥ 2. Under the same assumptions for q1(x), q2(x)
as in Theorem 2 let us assume that the corresponding scattering amplitudes Aq1 and
Aq2 coincide for some sequence kj → ∞ and for all θ′, θ ∈ S

n−1. Then q1(x) = q2(x)
in the sence of Lp for n < p ≤ ∞ and in the sense of distributions for n

2
< p ≤ n.
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Proof. Saito’s formula shows that we only have to show that the homogeneous equation

ψ(x) :=
∫

Rn

q(y)dy

|x− y|n−1
= 0

has only the trivial solution q(y) ≡ 0. Let us assume that n < p ≤ ∞. Introduce the
space S0(R

n) of all functions from the Schwartz space which vanish in some neighbor-
hood of the origin. Due to the conditions for the potential q(x) we may conclude (as it
was before) that ψ ∈ L∞(Rn) and it defines a tempered distribution. Then for every
function ϕ ∈ S0(R

n) it follows that

0 = 〈“ψ, ϕ〉 = Cn〈|ξ|−1q̂(ξ), ϕ〉 = Cn〈q̂(ξ), |ξ|−1ϕ〉.

Since ϕ(ξ) ∈ S0(R
n) then |ξ|−1ϕ ∈ S0(R

n) also. Hence, for every h ∈ S0(R
n) the

following equation holds
〈q̂, h〉 = 0.

This means that the support of q̂(ξ) is at most at the origin and therefore q̂(ξ) can be
represented as

q̂(ξ) =
∑

|α|≤m
CαD

αδ.

Hence, q(x) is a polynomial. But due to the behavior at the infinity we must conclude
that q ≡ 0. This proves Theorem 3.

Let us return now to the Born approximation of q(x). A repeated use of the
Lippmann-Schwinger equation leads to the following representation for the scattering
amplitude A(k, θ′, θ):

A(k, θ′, θ) =
m∑

j=0

∫

Rn
e−ik(θ

′,y)q 1
2
(y)K̂j · (|q| 12 eik(x,θ))(y)dy

+
∫

Rn
e−ik(θ

′,y)q 1
2
(y)K̂m+1(|q| 12 (u(x, k, θ))(y)dy,

where u(x, k, θ) is the solution of the Lippmann-Schwinger equation and K̂ is an inte-
gral operator with the kernel

K(x, y) = |q(x)| 12G+
k (|x− y|)q 1

2
(y).

The equality for A can be reformulated in the sense of integral operators in L2(Sn−1)
as

“A =
m∑

j=0

Φ∗
0(k) sgn qK̂jΦ0(k) + Φ∗

0(k) sgn qK̂m+1Φ(k),

where Φ0 and Φ(k) are defined by (10.1) and (10.2) and Φ∗
0 is the L2-adjoint of Φ0.

Using this equality and the definition of Born’s potential qB(x) we obtain

qB(x) =
m∑

j=0

F−1
M

î
Φ∗

0(k) sgn qK̂jΦ0(k)
ó
+ F−1

M

î
Φ∗

0(k) sgn qK̂m+1Φ(k)
ó
,
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where the inverse Fourier transform is applied to the kernels of the corresponding
integral operators. If we rewrite the latter formula as

qB(x) =
m∑

j=0

qj(x) + q̃m+1(x),

then the term qj has the form

qj(x) = F−1
M

Å∫
Rn

|q(z)| 12 e−ik(z,θ)dz
∫

Rn
sgn q(z)Kj(z, y, k)|q(y)| 12 eik(θ′,y)dy

ã

= F−1
M

(
Φ∗

0 sgn qK̂j(|q| 12 eik(θ′,y))
)

=
1

(2π)n

∫

M
e−ik(θ−θ

′,x)dµ(k, θ′, θ)
(
Φ∗

0 sgn qK̂j(|q| 12 eik(θ′,y))
)

and a similar formula holds for q̃m+1 with obvious changes.
In order to formulate the result about the reconstruction of singularities of the

unknown potential q(x) let us set A(k, θ′, θ) = 0 for |k| ≤ k0, where k0 > 0 is arbitrarily
large.

Theorem 4. Assume that the potential q(x) satisfies all conditions of Theorem 1 and
also belongs to L1(Rn). Then qj(x) and q̃j(x) for any j ≥ 1 belong to the Sobolev space
H t(Rn) for any t < γ(j + 1

2
) − 1 with γ as in Theorem 2 of Chapter 10.

Proof. Using the change of variables ξ = k(θ − θ′) we obtain

‖qj‖2
Ht(Rn) = ‖(1 + |ξ|2) t

2Fqj(ξ)‖2
L2(Rn)

= Cn

∫

Rn
(1 + |ξ|2)t

∣∣∣∣∣

∫

Sn−1

î
Φ∗

0 sgn qK̂jΦ0

ó( |ξ|
2(ξ̂, θ)

, θ − 2(ξ̂, θ)ξ̂, θ

)
dθ

∣∣∣∣∣

2

dξ,

where in the brackets [·] there is the kernel of the corresponding integral operator. The
last estimate can further be bounded by

≤ Cn

∫

Rn
(1 + |ξ|2)t

∫

Sn−1

∣∣∣
î
Φ∗

0 sgn qK̂jΦ0

ó
(...)

∣∣∣
2
dθdξ

= Cn

∫

M0

(1 + |k(θ − θ′)|2)t
∫

Sn−1

∣∣∣
î
Φ∗

0 sgn qK̂jΦ0

ó
(k(θ′, θ))

∣∣∣
2
dµ

≤ Cn

∫ ∞

k0
kn−1(1 + k2)tdk

∫

Sn−1

∫

Sn−1

∣∣∣Φ∗
0(sgn qK̂j(|q| 12 eik(θ′,y))

∣∣∣
2
dθdθ′

≤ Cn

∫ ∞

k0
kn−1(1 + k2)tdk

∫

Sn−1
‖Φ∗

0‖2‖K̂j(|q| 12 eik(θ′,y))‖L1dθ′

≤ Cn

∫ ∞

k0
kn−1(1 + k2)tdk

∫

Sn−1
‖Φ∗

0‖2‖K̂‖2j‖q‖L1dθ′

≤ Cn

∫ ∞

k0

kn−1+2tdk

k2γ(j+ 1
2
)+n−2

.

But the latter integral converges if and only if t < γ(j + 1
2
) − 1. This proves the

theorem.
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Theorem 5 (Reconstruction of singularities). Assume that the potential q(x) belongs to
Lploc(R

3) for 3 < p ≤ ∞ and has the special behavior |q(x)| ≤ C0|x|−µ, µ > 3, |x| → ∞
at the infinity. Then

qB(x) − q(x) − q1(x) ∈ H t(R3),

where t < 3
2
− 5

2p
and q1(x) is continuous and bounded (more precisely, q1(x) ∈ W 1

p (R3)

for p > 3).

Proof. The statement about the first nonlinear term q1(x) was proved by Lassi Päi-
värinta and Valery Serov, see [8]. It is also easy to check that q0(x) is simply the
unknown potential q(x). Hence, we can write

qB − q − q1 = q̃2

and so the claim follows from Theorem 4.

Remark. Let us assume that 3 < p <∞. Then the following embedding holds

H t(R3) ⊂ W
t−3( 1

2
− 1

p)
p (R3) = W α

p (R3),

where α = t − 3
(

1
2
− 1

p

)
and, therefore, α < 1

2p
. It means that q̃2 belongs to the

”smoother” space than the unknown potential q(x) and so we can reconstruct main
singularities of the potential q(x) by the Born approximation.

Remark. Actually it is possible to prove (see [9]) that

q2(x) ∈ C1− 3
p (R3)

for any 3 < p ≤ ∞. Using Theorem 4 we obtain that qB − q − q1 − q2 ∈ H t for any
t < 5

2
− 7

2p
. But for 3 < p ≤ ∞ the following embedding holds: H t ⊂ C(Rn). It means

that for 3 < p ≤ ∞ we can reconstruct all singularities of the unknown potential
because q1 and q2 are continuous in this case.

Remark. It follows from this theorem that by Born approximation we can reconstruct
an arbitrary bounded domain D. In order to see this fact it is enough to consider
q(x) = χD(x).
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